Analysis of Excitonic and Charge Transfer Interactions from Quantum Chemical Calculations
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ABSTRACT: A procedure for a detailed analysis of excited states in systems of interacting chromophores is proposed. By considering the one-electron transition density matrix, a wealth of information is recovered that may be missed by manually analyzing the wave function. Not only are the position and spatial extent given, but insight into the intrinsic structure of the exciton is readily obtained as well. For example, the method can differentiate between excitonic and charge resonance interactions even in completely symmetric systems. Four examples are considered to highlight the utility of the approach: interactions between the nπ* states in a formaldehyde dimer, excimer formation in the naphthalene dimer, stacking interaction in an adenine dimer, and the excitonic band structure in a conjugated phenylenevinylene oligomer.

1. INTRODUCTION

Excited states in multichromophoric systems have recently gained a substantial amount of interest. One example is DNA, where interactions between nucleobases have been shown to significantly alter the excited-state behavior as compared to that of its isolated constituents.1,2 In particular, the amount of delocalization and the question of whether the resulting states are of excitonic or charge transfer nature and how interconversions could happen have been discussed intensively.3−7 Another area that has gained significant attention is organic electronics. There it is of particular interest to analyze the spatial extent of an exciton and the average electron hole separation and to understand the processes of charge separation and recombination.8−11 Both cases are examples where a detailed description of the structure of the exciton is decisive for understanding the processes and where a simple visual analysis of the large number of contributing molecular orbitals and configurations is not only cumbersome but may miss important information. Furthermore, if statistical data are needed, it is important to have well-defined quantities which are easily used in an automated analysis. In this paper we will present a strategy for detailed analysis of quantum chemical excited-state calculations in dimers, oligomers, and extended systems, which allows drawing a direct relation to physical models.

Our approach is based on an analysis of the one-electron transition density matrices between the ground and electronically excited states. It provides a direct and straightforward procedure to characterize the aforementioned excitonic and charge transfer processes. Related work by Luzano,12,13 Tretiak and Mukamel have formulated a similar analysis specifically for conjugated polymers.8 As a complementary approach, a singular value decomposition of the transition density matrix to obtain the natural transition orbitals has been applied by several authors as well.14−16 In contrast to our methods, also the one-electron difference density matrix has been used to describe electronic transitions.17 Thus, many of the underlying concepts are already known. However, we believe that, building on the above-mentioned work, we can provide a significant amount of new applicability by connecting the different ideas, by providing compact automatized descriptors, and by supplying a programming interface that may be easily extended to many different wave function models and quantum chemistry programs.

In this work the basic procedures and the final formalism will be presented, followed by representative examples which should demonstrate the power and the usefulness of our methods. First, the stacked formaldehyde dimer will be explored, followed by an analysis of excimer formation in the naphthalene dimer. Especially the second example will illustrate the strength of our analysis as compared to the quite involved direct analysis of the electronic wave function. Finally, the analysis of two systems of highest current interest, a diadenine stack in B-DNA geometry and a phenylenevinylene oligomer, will be presented.

2. METHODOLOGY

If two or more chromophores come into contact, not only do interactions between the excited states on each chromophore have to be considered, but also charge transfer states come into play. For example, in a dimer there are four states per type of monomer transition: a local excitation on each fragment and two charge transfer states going in either direction (Figure 1).18 At small intermolecular separations (<5 Å in π-systems18) all four states may interact, yielding eigenfunctions which can be arbitrary mixtures of these states.16 The situation becomes more complex if more than two chromophores are involved because a large number of possible local and charge transfer transitions have to be considered. Below, an approach is described for analyzing excited states obtained in quantum
chemical computations, which allows reconstructing such contributions systematically. First, the concepts of interest will be briefly illustrated by using a dimer of interacting chromophores. Second, on the basis of these considerations, the charge transfer numbers \( n_{\text{ct}} \) are a general measure for decomposing an exciton into locally excited and charge transfer contributions, will be considered. Furthermore, strategies for reducing this information in systems with a larger number of chromophores will be discussed. Finally, it will be outlined how natural transition orbitals \( n_{\text{ct}} \) may be used to define an intrinsic measure for resonant delocalization (see also ref 20).

The nomenclature used in the following text is outlined in Figure 1. The term “Frenkel exciton” refers to excited states where for every transition the initial and final orbitals are located on the same respective fragment. These may be “locally excited states” with only one fragment involved or “excitonic resonance states” if two or more fragments are involved. Contrary to Frenkel excitons, the term “charge-separated states” refers to states where for every transition the initial and final orbitals are located on different fragments. Such states may exhibit a net transfer of charge, resulting in a “charge transfer state”. Alternatively, two opposing charge transfer transitions may come into resonance, producing a charge resonance state without net transfer of charge. In the following discussion these four limiting cases will be considered. In practice, also mixtures between these types are possible.

In this context it may be noted that by consideration of summed attachment and detachment densities, \( n_{\text{tot}} \), which is a complementary way to represent an excitation, it would not be possible to differentiate between excitonic resonance and charge resonance states (Figure 1, bottom): both kinds of states would yield evenly delocalized attachment and detachment densities.

**2.1. Introductory Example.** To illustrate the concepts involved, first the standard model for excited states on two interacting molecules will be briefly reviewed.\(^{18,19}\) Two molecules, “1” and “2”, are considered, each with two active orbitals, forming an orthonormal set of four orbitals: \( i \) (initial) and \( i' \) (final) on fragment 1, \( i'' \) and \( i''' \) on fragment 2. The initial orbitals are doubly occupied in the ground state, whereas the final orbitals are unoccupied. Considering these orbitals, it is possible to construct four states by single excitations from a Hartree–Fock ground state \( |0\rangle \) (cf. Figure 1, top). Using spin-averaged excitation operators (cf., for example, ref 21), these may be written in a compact form as

\[
|1^*2\rangle = 2^{-1/2}E_i|0\rangle
\]

\[
|12^*\rangle = 2^{-1/2}E_{i'}|0\rangle
\]

\[
|11^*2^*\rangle = 2^{-1/2}E_{i''}|0\rangle
\]

\[
|1^*2^*\rangle = 2^{-1/2}E_{i'''}|0\rangle
\]

where \( E_s \) denotes the excitation from orbital \( s \) to orbital \( r \) (consider ref 18 for the explicit expressions of these states). The first two states correspond to locally excited states. The remaining two are charge-separated states with a net transfer of a unit charge.

In the presence of symmetry, the states \( |1^*2\rangle \) and \( |12^*\rangle \) as well as \( |11^*2^*\rangle \) and \( |1^*2^*\rangle \) are pairwise degenerate, yielding delocalized eigenfunctions. At large intermolecular separations, these can be clearly divided into two types (cf. Figure 1, bottom): Frenkel excitonic resonance states (where excitations always occur within one fragment)

\[
|\sigma\rangle = \frac{1}{\sqrt{2}}(|1^*2\rangle - |12^*\rangle)
\]

\[
|\gamma\rangle = \frac{1}{\sqrt{2}}(|1^*2\rangle + |12^*\rangle)
\]

and charge resonance states (where excitations always go across fragments)

\[
|\delta\rangle = \frac{1}{\sqrt{2}}(|11^*2^*\rangle + |1^*2^*\rangle)
\]

\[
|\rho\rangle = \frac{1}{\sqrt{2}}(|11^*2^*\rangle - |1^*2^*\rangle)
\]

The states are given here in the localized basis, as well as in the basis of delocalized orbitals defined as \( i'' = 2^{-1/2}(i + i') \), \( i''' = 2^{-1/2}(i - i') \), \( f'' = 2^{-1/2}(f + f') \), and \( f''' = 2^{-1/2}(f - f') \); cf. ref 18. It can be seen that a differentiation between \( |\sigma\rangle \) and \( |\rho\rangle \) or \( |\gamma\rangle \) is easily accomplished in the localized basis but quite challenging when delocalized orbitals are present, considering that they consist of the same pair of configurations and only the relative sign differentiates between them.

An interesting observation is that a single excitation between delocalized orbitals, e.g.,

\[
|11^*2^*\rangle = 2^{-1/2}(E_{i''} - E_{i'''}|0\rangle)
\]

\[
|1^*2^*\rangle = 2^{-1/2}(E_{i'''} - E_{i''}|0\rangle)
\]
\[ |\psi^{-/\mp}\rangle = 2^{-1/2}(E_{\Gamma^-} - E_{\Gamma^+} + E_{\Gamma^+} + E_{\Gamma^-})|0\rangle \]
\[
\text{yields an even mixture of locally excited and charge transfer contributions when written in the localized basis. Considering this, it is only possible to have a pure delocalized Frenkel excitonic or charge resonance state when at least two configurations (and four orbitals) are involved in the manner described above. This property will be discussed in more detail in section 2.4.} 
\]
\[
\text{In general, it is also possible to represent localized states (or directed charge transfer states) in terms of delocalized orbitals, e.g.} 
\]
\[
|\Psi^*\rangle = 2^{-3/2}(E_{\Gamma^-} + E_{\Gamma^+} + E_{\Gamma^+} + E_{\Gamma^-})|0\rangle 
\]
\[
\text{which is even more difficult to understand by a quick inspection. It is therefore apparent that a rigorous analysis method may be of great benefit.} 
\]
\[
\text{For an analysis of these states, the one-electron transition density matrix with respect to the ground state will be used; cf. refs 8, 12, and 13. It is defined for an excited state } \alpha \text{ as} 
\]
\[
D_{\alpha s}^{\alpha s} = \langle 0|E_{\alpha s}^{\alpha s}|\rangle 
\]
where \(r\) and \(s\) are two orbital indices. With a single determinant ground state, the transition density matrix simply corresponds to the one-electron excitation operators applied when constructing the excited state. The transition densities obtained in this way for the four localized states (Figure 1, top) are shown in Table 1. The crucial point here is that locally excited states are represented in the diagonal blocks corresponding to the particular fragment, whereas the charge transfer states correspond to off-diagonal blocks. For the delocalized states (Figure 1, bottom) the transition densities (expressed in localized orbitals) are shown in Table 2. It can be seen that the Frenkel excitonic states \(|\sigma\rangle\) and \(|\rho\rangle\) are represented on the diagonal blocks. In contrast, the charge resonance states \(|\delta\rangle\) and \(|\rho\rangle\) have nonvanishing elements only in the off-diagonal blocks.

### 2.2. Charge Transfer Numbers
Following the above considerations, the one-electron transition density matrix may be seen as a central quantity recovering the excitations leading to a one-electron excited state; cf. refs 8, 12, and 13. If a basis of orthogonal localized orbitals was available, the following procedure could be envisaged: An element \(D_{\alpha b}^{\alpha b}[\Omega]\) of the transition density matrix in this localized basis (the first part of the superscript refers to the transition from the ground state to state \(\alpha\), the second part to the orbital basis) corresponds to a local excitation on a fragment A if orbitals a and b are both situated on A and to a charge transfer excitation if a and b are on different fragments. A charge transfer number \(\Omega_{ab}\) could simply be defined by summing over all contributions on the respective fragments:
\[
\Omega_{ab}^{\sigma} = \frac{1}{2} \sum_{s \in A} \left(D_{\alpha s}^{\alpha s}[\Omega]\right)^2 
\]
If \(A \neq B\), this represents the weight of an \(A \rightarrow B\) charge transfer, and \(\Omega_{AB}^{\sigma}\) is the weight of local excitations on A. Luzanov has shown that this has in fact properties of a two-particle quantity, describing correlations between the donor and acceptor positions, which is crucial, for example, for differentiating between Frenkel excitonic and charge resonance states (cf. Figure 1). The charge transfer numbers of the four localized dimer states (Figure 1, top) are presented in Table 1. These states can be clearly differentiated, as each state has one unique nonvanishing element of its \(\Omega\) matrix. For the resonant delocalized states (Figure 1, bottom), always two elements of \(\Omega\) are nonvanishing (Table 2). For Frenkel excitonic resonance states, these are on the diagonal, whereas for charge resonance states the off-diagonal elements are nonvanishing.

For practical calculations eq 12 has to be generalized to include nonorthogonality of the atomic orbitals (AOs). For this purpose we suggest an analysis in analogy to Mayer’s bond order between two atoms, \(\mu\) and \(\nu\):
\[
B_{\mu\nu}^{\sigma} = \sum_{\substack{a \in \mu \\cap \\nu \\cap B \cap [\Omega] \cap \Omega\}} D_{\alpha a}^{\alpha a} S_{\beta}^{\beta a} D_{\alpha b}^{\alpha b} [\Omega]_{ab} 
\]
where \(D_{\mu a}^{\mu b}[\Omega]\) is the (symmetric) one-electron density matrix of state \(\sigma\) in the AO basis and \(S_{\beta}^{\beta a}[\Omega]\) is the AO overlap matrix. The summations are performed over the basis functions on atoms \(\mu\) and \(\nu\). Using this form, the charge transfer number between fragments A and B can be defined by inserting the transition density matrix instead of the state density matrix.
\[
\Omega_{AB}^\alpha = \frac{1}{2} \sum_{\mathbf{r} \in A} \sum_{\mathbf{b} \in B} (\mathbf{D}^{\alpha\mathbf{r}[\mathbf{A}]} \mathbf{S}^{\mathbf{A} \mathbf{A}} \mathbf{D}^{\mathbf{b} \mathbf{r}[\mathbf{A}]} \mathbf{S}^{\mathbf{A} \mathbf{A}})^{AB}\]

(14)

Then the sum
\[
\Omega^\alpha = \sum_{A:B} \Omega_{AB}^\alpha = \frac{1}{2} \text{Tr}(\mathbf{D}^{\alpha\mathbf{r}[\mathbf{A}]} \mathbf{S}^{\mathbf{A} \mathbf{A}} \mathbf{D}^{\mathbf{b} \mathbf{r}[\mathbf{A}]} \mathbf{S}^{\mathbf{A} \mathbf{A}})^{AB}
\]

(15)

is invariant to any basis set transformation, demonstrating that squared density matrix elements appear to be a useful choice for our analysis (T denotes the matrix transposition, and C is the AO–molecular orbital (MO) transformation matrix; see section 3 for transformation rules). For a normalized configuration interaction singles (CIS) wave function, \(\Omega^\alpha\) is exactly 1 (cf. ref 13), and for any other excited-state wave function dominated by a one-electron transition, it should be close to 1.

In a system of two chromophores the quantity
\[
\Delta_{12} = (\Omega_{12}^\alpha - \Omega_{21}^\alpha) / \Omega^\alpha
\]

represents the net charge shifted from fragment 1 to fragment 2 due to the excitation. Such a relation was shown to hold exactly in the case of CIS,\textsuperscript{2,11} but it should give the correct trend also in cases where the electronic excitation can be described by a one-electron transition.

2.3. Collective Information. While a density matrix analysis as described above can be used to obtain a detailed analysis of the structures of excited states, cf. refs 8 and 13, it is in many cases also highly desirable to have even more compact descriptors. In an extension to the \(L_d\) and \(L_c\) values of ref 8, we will describe how the above information can be compressed to retrieve the most interesting physical information in a compact form. This is of particular importance for polymers or extended systems with a large number of chromophores. In the following we will drop the superscript \(\alpha\) for simplicity, but it should be remembered that all these descriptors yield one value per electronic state at every geometry. In all formulas it is assumed that the normalization factor \(\Omega\) deviates only slightly from 1. Otherwise, an analysis based only on the one-electron transition density matrix may not be suitable, and generalized expressions using two-electron transition density matrices might be necessary; cf. ref 12.

The charge transfer character (CT) is defined by summing over the off-diagonal elements, yielding
\[
\text{CT} = \frac{1}{\Omega} \sum_{\mathbf{b} \neq \mathbf{a}} \Omega_{\mathbf{a}\mathbf{b}}
\]

(17)

which corresponds to the total weight of configurations where the initial and final orbitals are situated on different fragments. CT assumes the value 1 for all completely charged separated states (Figure 1, right), whereas it is 0 for locally excited or Frenkel excitonic states (Figure 1, left).

Another interesting question refers to the extent of the delocalization of the excitation over fragments. For this purpose we will use the concept of a participation ratio to compute the number of fragments participating in the excitation; cf. refs 23 and 24. To consider the general case of a nonsymmetric \(\Omega\) matrix, the definition is split into two parts. The participation ratio (PR) of the initial orbital or hole is defined as
\[
\text{PR}_I = \sum_{\mathbf{a}} \frac{\Omega_{\mathbf{a}\mathbf{a}}^2}{(\sum_{\mathbf{b}} \Omega_{\mathbf{a}\mathbf{b}})^2}
\]

(18)

to represent over how many fragments the hole is delocalized. The sum in parentheses considers all configurations where the initial orbital lies on a specific fragment \(\mathbf{A}\) and goes over final orbitals on any possible fragment. Also in a similar way for the final orbital
\[
\text{PR}_F = \frac{\sum_{\mathbf{b}} \Omega_{\mathbf{b}\mathbf{b}}^2}{(\sum_{\mathbf{b}} \Omega_{\mathbf{b}\mathbf{b}})^2}
\]

(19)

The average of these two quantities
\[
\text{PR} = (\text{PR}_I + \text{PR}_F)/2
\]

(20)

is used to represent the number of fragments involved in the excited state. Considering the above examples (section 2.1), this appears to be a suitable measure for delocalization, giving \(\text{PR} = 1\) for all the localized states (Table 1) and \(\text{PR} = 2\) for all the delocalized states (Table 2).

The above formalism requires the construction of two separate quantities, \(\text{PR}_I\) and \(\text{PR}_F\). This was avoided in ref 8 by considering only diagonal elements. The quantity
\[
\text{PR}_{\text{diag}} = \frac{\sum_{\mathbf{a}} \Omega_{\mathbf{a}\mathbf{a}}}{(\sum_{\mathbf{b}} \Omega_{\mathbf{a}\mathbf{b}})^2}
\]

(21)

would correspond to \(L_d\) of ref 8 (with the only exception that squared rather than absolute values of density matrix elements are taken here). However, the advantage of the present definition of PR is that it is also well-defined when the diagonal elements of \(\Omega\) are 0 as this is the case in charge transfer and charge resonance states (\(1^+2^+\) and \(1^+2^-\)) in Table 1, \(\delta\) and \(\rho\) in Table 2).

The coherence length (COH) of the excited state, which is related to the average electron–hole separation, can be defined following the ideas of ref 8 as
\[
\text{COH} = \frac{1}{\text{PR} \sum_{\mathbf{a}} \sum_{\mathbf{b}} \Omega_{\mathbf{a}\mathbf{b}}^2}
\]

(22)

Whereas PR gives the total spatial distribution of the exciton as a quasiparticle, COH relates to the intrinsic structure of the exciton. The measure is largest when locally excited and charge transfer configurations are participating in equal amounts. For loosely bound excitons (all elements of \(\Omega\) are the same value) \(\text{COH} = \text{PR}\), whereas for pure Frenkel excitons (only diagonal elements of \(\Omega\) are nonzero) \(\text{COH} = 1\) (cf. ref 8).

Finally, quantities are described which are applicable mostly if a linear arrangement of the fragments is present. The average position (POS) of the initial orbital (hole) is computed as
\[
\text{POS}_I = \frac{\sum_{\mathbf{a}} A(\sum_{\mathbf{b}} \Omega_{\mathbf{a}\mathbf{b}})}{\Omega}
\]

(23)

the position of the final orbital (electron) as
\[
\text{POS}_F = \frac{\sum_{\mathbf{b}} B(\sum_{\mathbf{a}} \Omega_{\mathbf{a}\mathbf{b}})}{\Omega}
\]

(24)

and the mean position as
\[
\text{POS} = (\text{POS}_I + \text{POS}_F)/2
\]

(25)
Considering the idealized dimer states (Tables 1 and 2), \(11^2 \rightarrow 21^2\) yields \(\text{POS} = 1\), \(11^2 \rightarrow 21^\dagger\) yields \(\text{POS} = 2\), and all charge transfer and delocalized states show \(\text{POS} = 1.5\).

The signed net charge transfer length \(\langle \text{CT}_{\text{net}} \rangle\)

\[
\text{CT}_{\text{net}} = \text{POS}_F - \text{POS}_I
\]

is computed as the difference between the centers of charge of the electron and hole. Considering Table 1, \(11^2 \rightarrow 21^\dagger\) has \(\text{CT}_{\text{net}} = -1\) and \(11^2 \rightarrow 21^2\) yields \(\text{CT}_{\text{net}} = 1\). All other states in Tables 1 and 2 have no net transfer of charge.

### 4. Natural Transition Orbitals

Natural transition orbitals (NTOs) can be used to create a compact representation of an electronic excited state by reducing the number of configurations required to describe the most important features of a transition.\(^{14-16}\) As opposed to a state density, it is not generally possible to diagonalize a transition density since it is not symmetric. However, a singular value decomposition scheme can be used where the decomposition of the transition density matrix using unitary matrices \(U\) and \(V\) may be written as

\[
D^{\alpha_{\text{exc}}[\text{MO}]} = U \text{diag} (\sqrt{\lambda_1}, \sqrt{\lambda_2}, \ldots ) V^T
\]

\(U\) denotes a set of initial (hole) orbitals and \(V\) the final (electron) orbitals, and the \(\lambda_i\) are the weights of the corresponding transitions. Typically only a very small number of configurations are necessary to describe the states in this way, and plotting the orbitals gives a compact graphical representation of the excited state (as shown, for example, in refs 11, 15, 16, and 20). In general, \(U\) and \(V\) are different. However, in the case of a CIS-type wave function (where only the occupied virtual block of \(D^{\alpha_{\text{exc}}[\text{MO}]}\) is nonvanishing), it is possible to choose \(U = V\) due to degenerate singular values. Then the natural transition orbitals are in fact identical to the natural orbitals of the corresponding CIS wave function.\(^{25}\)

An interesting property of this decomposition, which has been pointed out in ref 20, is that for resonant delocalized states always two significant nonvanishing singular values are present. This is represented in eqs 5–8. Two excitation operators are needed for constructing the excited state. This is true independent of whether localized or delocalized orbitals are used (cf. ref 18), and there is no orbital basis that could be used to construct the excited state with only one transition. To formalize this concept, we use a participation ratio\(^{23,24}\)

\[
\text{PR}_{\text{NTO}} = \frac{(\sum \lambda_i^2)^2}{\sum \lambda_i^2} = \frac{4\Omega^2}{\sum \lambda_i^2}
\]

where the second equality holds because of the fact that \(\lambda_i\) are the eigenvalues of the product matrix \(D^{\alpha_{\text{exc}}[\text{MO}]}(D^{\alpha_{\text{exc}}[\text{MO}]})^T\). The analogous expression was called the collectivity index in ref 13. It is a lower bound to the number of nonzero singular values \(N_{\text{SVT}}\),\(^{13}\) where \(\text{PR}_{\text{NTO}} = N_{\text{SVT}}\) only in the case that all nonzero singular values have the same magnitude. In this sense \(\text{PR}_{\text{NTO}}\) counts how many different NTOs are participating and thus how many transitions are necessary to describe the excited state. In combination with the considerations at the beginning of this paragraph, \(\text{PR}_{\text{NTO}}\) could be seen as an intrinsic measure giving information about electronic resonances that does not require the definition of any fragments. A decrease of \(\text{PR}_{\text{NTO}}\) can have two different implications. In the first case this decrease could coincide with a localization of the exciton and therefore a decrease in PR (eq 20). On the other hand, if a large value of PR coincides with a low \(\text{PR}_{\text{NTO}}\) this means that a larger spatial delocalization is combined with a coherent homogeneous excitation which should concur with a large COH (eq 22). An example for this situation is the \(\{\pi^2/\pi\}\) state given in eq 9. Further formal discussion of these relations is given in the Supporting Information (section S5). Note that the number of nonzero singular values (and thus \(\text{PR}_{\text{NTO}}\)) was also considered as a measure of electron correlation in the excited-state wave function.\(^{25}\) In the present context this can be understood by the fact that an excitonic or charge resonance state requires some additional electron correlation as compared to a homogeneous excitation (the electron and hole move in a somewhat correlated fashion as they are always on the same or on different fragments, respectively).

### 3. Computational Details

As the first example a stacked arrangement of two face-to-face formaldehyde molecules at their ground-state minimum geometries separated by 3.5 Å in a parallel arrangement was considered. The calculations of the electronic states were performed using multireference configuration interaction with single and double excitations (MR-CISD) using a complete active reference space of eight electrons in six orbitals (\(\pi^2,\pi^\dagger, n\)) on each molecule. The orbitals were generated by using a complete active space self-consistent field wave function with eight electrons and six orbitals (CASSCF(8,6)) in the same active space as selected for the MR-CISD reference space given just above. Averaging over the first three states was performed, and the aug-cc-pVDZ basis set was used.\(^{26}\) Energies, density matrices, and analytic nonadiabatic coupling vectors at the MR-CISD level were computed with the COLUMBUS 7.0 program package.\(^{27-32}\)

The electronic states of the remaining systems (naphthalene dimer, diadene stack, and phenylencynylene oligomer (PV)\(_n\)P) were treated using the algebraic diagrammatic construction to second order (ADC(2))\(^{33}\) with the resolution of the identity approximation (RI).\(^{34-37}\) The geometry of the naphthalene dimer was constructed by first optimizing the monomer at the RI-MP2/SVP\(^{38}\) level and then placing two monomers in a face-to-face arrangement. The calculations were performed in \(D_{2h}\) symmetry where the long and short molecular axes were arranged in the \(x\) and \(y\)-directions, respectively, and the \(z\)-axis was perpendicular to the molecular planes. The aug-cc-pVDZ basis set\(^{26,39}\) was used, considering that diffuse functions are necessary to guarantee a correct orbital overlap interaction for large intermolecular distances.\(^{40}\) The geometry for the adenine dimer was constructed by first optimizing the adenine monomer at the RI-MP2/SVP\(^{38}\) level and then inserting this structure by a least-squares fit\(^{41}\) into an arrangement of idealized B-DNA geometry, as created with the Nucleic program distributed with Tinker.\(^{42}\) Vertical excitations for the dimer were computed at the RI-ADC(2)/TZV\(^{35}\) level. RI-MP2/SV(P) ground-state geometry optimization was performed for (PV)\(_n\)P. Vertical excitations and the excited-state optimization the RI-ADC(2)/SV(P) method was used. The structure was restricted to \(C_{2h}\) symmetry for computational efficiency. All RI-MP2 and RI-ADC(2) calculations were performed using TURBOMOLE 6.3.\(^{44}\)

Corrections for basis set superposition error (BSSE)\(^{45}\) are quite important in the description of excimers,\(^{46}\) considering that intermolecular separations may be significantly smaller than in ground-state complexes. Unfortunately, in the
case of strongly interacting chromophores a consistent definition of a counterpoise correction is quite challenging. In the case of separated Frenkel excitonic and charge transfer contributions, it is conceivable to compute a state-specific correction by considering appropriate locally excited and ionic states of the monomer. However, if different monomer states interact and excitonic and charge transfer contributions mix (cf. section 4.2), such a task does not seem feasible. Thus, in the case of the naphthalene dimer the total energies of all excited states were corrected with the counterpoise correction computed for the ground state as a compromise. The assumption behind this is that one electron promoted into a valence orbital should only have a minor contribution to the BSSE as opposed to the remaining electrons, which are largely unaffected by the excitation. The BSSE-corrected total energy of state α in the dimer \( E_{\text{dimer,corr}}^\alpha \) was computed from the uncorrected energy \( E_{\text{dimer}}^\alpha \) as

\[
E_{\text{dimer,corr}}^\alpha = E_{\text{dimer}}^\alpha + 2(E_{\text{monomer,monomer}}^0 - E_{\text{monomer,dimer}}^0)
\]  

(29)

where \( E_{\text{monomer,monomer}}^0 \) and \( E_{\text{monomer,dimer}}^0 \) are the MP2 ground-state energies of one of the equivalent monomers using the AO basis set of the monomer and dimer, respectively. It may be noted here that in this approach vertical excitation energies are uncorrected.

To reduce inconsistencies, it is just these amplitudes which are usually considered for the transition density matrices as given by the COLUMBUS program system were used. Considering that for ADC(2) calculations these were not available to us, the singly excited cluster amplitudes were chosen instead to represent the underlying physical models in such a case is given in ref 40. Here only the most important results are presented. In Figure 2 potential curves along \( \Delta R \), the POS value, and the nonadiabatic

\[
\Delta R = 2^{1/2}(R_{\text{CO,1}} - R_{\text{CO,2}})
\]  

(34)

in the two CO distances. A more detailed explanation of the underlying physical models in such a case is given in ref 40. Figure 2 was made to obtain a set of analogous fragments, which also preserved the overall symmetry of the system.

For the MR-CISD calculations the exact one-electron transition density matrices as given by the COLUMBUS program system were used. Considering that for ADC(2) calculations these were not available to us, the singly excited cluster amplitudes were chosen instead to represent the excitation. This choice was made considering the close relationship between these quantities and because of the fact that it is just these amplitudes which are usually considered for manually analyzing excited states. To reduce inconsistencies, normalization against the sum of the weights, \( \Omega \) (eq 15), was performed. Moreover, it was checked that this normalization factor was always close to 1. Whereas exact transition density matrices would be desirable if available, we want to point out that this approximate method opens a pathway that significantly enhances the general applicability and ease of implementation of our analysis procedure.

MO coefficients were obtained in terms of Cartesian atomic orbitals in MOLDEN format as supplied by COLUMBUS and TURBOMOLE. The MO-AO transformations of density and overlap matrices were performed according to ref 48:

\[
D_{\text{AO}}^{\text{MO}} = CD_{\text{MO}}^{\text{AO}}C^T
\]  

(30)

\[
S_{\text{AO}}^{\text{MO}} = C^{-1,\dagger}S_{\text{MO}}C^{-1} = C^{-1,\dagger}C^{-1}
\]  

(31)

This led to the following expressions for the matrix products of eq 14:

\[
D_{\text{AO}}S_{\text{AO}}^{\text{MO}} = CD_{\text{MO}}^{\text{AO}}C^{-1,\dagger}C^{-1} = CD_{\text{MO}}^{\text{AO}}C^{-1}
\]  

(32)

\[
S_{\text{AO}}D_{\text{AO}}^{\text{MO}} = C^{-1,\dagger}D_{\text{MO}}^{\text{AO}}C^T
\]  

(33)

where \( C \) is the MO coefficient matrix and the overlap in the MO basis \( S_{\text{MO}}^{\text{MO}} \) is a unit matrix.

Some of the mathematical formulas were derived or verified by using the Mathematica 5.2 program. An efficient implementation of the matrix operations was achieved by using the NumPy tools. Plotting of the computed natural transition orbitals was performed with the Jmol program package. The code described here is freely available and is currently distributed as a test version, providing interfaces to the COLUMBUS and TURBOMOLE programs for calculations with the CASSCF, MR-CI, ADC(2), CC2, and time-dependent density functional theory (TDDFT) methods.

### 4. RESULTS AND DISCUSSION

#### 4.1. Formaldehyde Dimer

In this section the interaction between the lowest excited states of two stacked formaldehyde molecules, which are of nπ* character, is considered. An asymmetry, leading to nonequivalence of the two monomers and a corresponding localization of the excitation, is introduced by altering the asymmetric stretch coordinate

\[
\Delta R = 2^{1/2}(R_{\text{CO,1}} - R_{\text{CO,2}})
\]  

(34)

Figure 2. MR-CISD state energies, position (POS) values, and nonadiabatic couplings projected onto \( \Delta R \) for two interacting nπ* states of two stacked formaldehyde molecules separated by a distance of 3.5 Å.
coupling projected onto $\Delta R$, i.e., $\langle \phi_1 \rangle \partial / \partial(\Delta R) \langle \phi_2 \rangle$ (where $\phi_1$ and $\phi_2$ are the wave functions of the two electronic states), are presented for the $S_1$ and $S_2$ states of the formaldehyde dimer. At the symmetric geometry there is a small gap of 0.0216 eV between $S_1$ and $S_2$, which derives from the excitonic coupling. At this point, the $S_1$ and $S_2$ wave functions are evenly delocalized ($\text{POS}_1 = \text{POS}_2 = 1.5$, $\text{PR} = 2.0$). A large component of the nonadiabatic coupling vector between these two states along the $\Delta R$ direction (268 Å$^{-1}$) indicates that the wave functions should change rapidly upon displacement. Accordingly, if the symmetry is lifted by bond length alternation, the two excited states quickly localize and already at $\Delta R = 0.005$ Å the states are almost completely localized on either molecule ($\text{POS}_1 = 1.04$). Also the nonadiabatic coupling is reduced substantially.

In Table 3 a collection of complementary descriptors is presented for three different $\Delta R$ values. The small CT value found over the whole range of $\Delta R$ values considered indicates that the states are of Frenkel excitonic nature, without significant charge transfer interactions. Next the excitonic PR is shown. $\text{PR} = 2.00$ at $\Delta R = 0$ reflects that due to symmetry the excited states are completely delocalized over the two fragments. At $\Delta R = 0.005$ Å the wave function is already almost completely localized ($\text{PR} = 1.08$). $\text{PR}_{\text{NTO}}$, giving the number of configurations minimally necessary to describe a state, is about 2 for the delocalized states and goes to 1 as the excited states are localized. This is just what corresponds to the idealized model.$^{18,20}$ The fact that $\text{PR}$ is somewhat lower than 2 at $\Delta R = 0$ is probably due to orbital interactions, which is reflected by the fact that the CT value is not completely vanishing.

### 4.2. Naphthalene Dimer

The naphthalene dimer is an interesting benchmark system where the interactions between excitonic and charge resonance states and the formation of a strongly stabilized excimer has been reported.$^{18,19}$ In the present investigation, the eclipsed dimer was chosen and the dependence of excited states on the intermolecular distance was considered. Excited states were computed at the RI-ADC(2)/aug-cc-pVDZ level. Because of the symmetry, all states are evenly delocalized in this system ($\text{PR} = 2$, $\text{POS} = 1.5$), and the amount of charge separation, CT, remains the main feature of interest. It should be noted here that also all orbitals and densities are delocalized, and therefore, an identification of charge-separated configurations is not trivial. The problem was solved by East and Lim$^{18}$ through an analysis involving a careful inspection of the symmetry properties of all the orbitals.

### Table 3. CT, Excitonic PR, and $\text{PR}_{\text{NTO}}$ for the $S_1$ State of Two Stacked Formaldehyde Molecules Separated by a Distance of 3.5 Å at Different Values of the Bond Length Alternation $\Delta R$

<table>
<thead>
<tr>
<th>$\Delta R$ (Å)</th>
<th>CT</th>
<th>PR</th>
<th>$\text{PR}_{\text{NTO}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.005</td>
<td>2.00</td>
<td>1.95</td>
</tr>
<tr>
<td>0.002</td>
<td>0.005</td>
<td>1.35</td>
<td>1.33</td>
</tr>
<tr>
<td>0.005</td>
<td>0.004</td>
<td>1.08</td>
<td>1.08</td>
</tr>
</tbody>
</table>

### Table 4. Excitation Energies ($\Delta E$, eV), Oscillator Strengths ($f$), Charge Transfer Values, Natural Transition Orbital Participation Ratios, and Type Assignments of the Nine Lowest Energy $\pi\pi^*$ States of the Stacked Naphthalene Dimer at an Intermolecular Separation of 5.0 Å

<table>
<thead>
<tr>
<th>state</th>
<th>$\Delta E$ (eV)</th>
<th>$f$</th>
<th>dominant contributions$^a$</th>
<th>CT</th>
<th>$\text{PR}_{\text{NTO}}$</th>
<th>type$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1^1B_{2u}$ ($S_1$)</td>
<td>4.386</td>
<td>0</td>
<td>$11b_{1u}$-$11b_{1u}$ (0.49)</td>
<td>0.00</td>
<td>3.93</td>
<td>$1\sigma^{01+}$</td>
</tr>
<tr>
<td>$1^1B_{1u}$ ($S_2$)</td>
<td>4.394</td>
<td>0.0002</td>
<td>$7a_{1g}$-$11b_{1u}$ (0.45)</td>
<td>0.00</td>
<td>4.00</td>
<td>$1\gamma^{01+}$</td>
</tr>
<tr>
<td>$1^1B_{3g}$ ($S_3$)</td>
<td>4.709</td>
<td>0</td>
<td>$7a_{1g}$-$11b_{1u}$ (0.72)</td>
<td>0.01</td>
<td>2.00</td>
<td>$1\gamma^{00}$</td>
</tr>
<tr>
<td>$1^1B_{2e}$ ($S_4$)</td>
<td>4.759</td>
<td>0.144</td>
<td>$7b_{1g}$-$11b_{1u}$ (0.67)</td>
<td>0.00</td>
<td>2.14</td>
<td>$1\gamma^{00}$</td>
</tr>
<tr>
<td>$3^3B_{2g}$ ($S_{12}$)</td>
<td>5.789</td>
<td>0</td>
<td>$11b_{1u}$-$11b_{1u}$ (0.53)</td>
<td>0.04</td>
<td>3.54</td>
<td>$1\sigma^{01-}$</td>
</tr>
<tr>
<td>$3^3B_{2e}$ ($S_{13}$)</td>
<td>5.867</td>
<td>0.0003</td>
<td>$7b_{1g}$-$11b_{1u}$ (0.35)</td>
<td>0.94</td>
<td>2.00</td>
<td>$1\gamma^{00}$</td>
</tr>
<tr>
<td>$3^3B_{1g}$ ($S_{14}$)</td>
<td>5.874</td>
<td>0</td>
<td>$7b_{1g}$-$11b_{1u}$ (0.61)</td>
<td>0.95</td>
<td>1.95</td>
<td>$1\mu^{00}$</td>
</tr>
<tr>
<td>$3^3B_{3g}$ ($S_{17}$)</td>
<td>6.113</td>
<td>2.700</td>
<td>$7b_{1g}$-$11b_{1u}$ (0.53)</td>
<td>0.08</td>
<td>3.85</td>
<td>$1\gamma^{01-}$</td>
</tr>
<tr>
<td>$4^4B_{3g}$ ($S_{20}$)</td>
<td>6.283</td>
<td>0</td>
<td>$11b_{1u}$-$11b_{1u}$ (0.69)</td>
<td>0.03</td>
<td>1.95</td>
<td>$1\sigma^{11}$</td>
</tr>
</tbody>
</table>

$^a$ Dominant contributions to the excitation, coefficient in parentheses. $^b$ Nomenclature according to Figure 1 and ref 18.
involved. It will be shown how the same results can be obtained by simply considering the CT value defined above. Moreover, the CT value provides a well-defined quantifier for measuring the gradual mixing between excitonic and charge resonance contributions, which will be illustrated for the case of excimer formation.

In Table 4 a summary of the lowest energy singlet ππ* excited states at an intermolecular distance of 5.0 Å is presented. The Rydberg states, which are also present at this energy range, are not shown. First, it can be seen that the states are clearly separated into Frenkel-type excitonic resonance states (CT ≈ 0) and charge resonance states (CT ≈ 1). Mixing between these types of states occurs only at smaller intermolecular separations (cf. refs 18 and 19), a process which will be described later. The first two excited states (1^1B_2g, 1^1B_3u) are of Frenkel type (CT = 0.0). An analysis of the orbitals and transition moments shows that these states derive from the lowest singlet excited state (S^01+1, L_e) of naphthalene, forming the 1^1σ^{01} and 1^1σ^{11} states in the nomenclature of ref 18 (cf. Figure 1). The 1^1B_3g state has zero oscillator strength for symmetry reasons, and for 1^1B_3u this value is also almost vanishing. This is in agreement with the small exciton splitting of only 0.0087 eV between these two states. PR_{NTO} is about 4 for these two states: two configurations are already needed to describe the corresponding monomer states, and this value is doubled in the resonant delocalized state. The next two excited states (1^1B_3g, 1^1B_2u) are again of Frenkel type (CT = 0.0). Both states derive from the S_1 (S^00, 1_L_e) state of naphthalene and may be designated as the 1^1σ^{00}/1^1σ^{00} excitonic pair. The oscillator strength of the γ state is 0.144, and an excitonic splitting of 0.049 eV is present. Considering the remaining states, it may be observed that the 3^1B_2u and 3^1B_3u states are composed of the same orbital contributions as 1^1B_3g and 1^1B_2u but that they show CT ≈ 1. They are the charge resonance states related to S_1 (designated 1^1δ^{00} and 1^1ρ^{00}). Thus, in summary, a complete set of four excited states deriving from the S^00 monomer transition could be identified (cf. Figure 1, bottom). PR_{NTO} reveals that for all four of the resonant states in the S^00 series two configurations are significantly involved, which is consistent with the idealized case shown in eqs S–8. Here it may be noticed that the singular value decomposition reduced the number of configurations needed to describe the excited state: Whereas 7δ_δ−10δ_δ and 7δ_ρ−11δ_ρ amount to two different configurations in Hartree–Fock orbitals, these are reduced to one configuration where the virtual NTO is a linear combination of the 10δ_δ and 11δ_ρ orbitals. The 3^1B_2u and 3^1B_3u states form another pair of excitonic resonance states (1^1δ^{01}/1^1σ^{01}). In agreement with the larger oscillator strength of the γ state (2.700), the excitonic splitting is also larger (0.324 eV). The final state shown (4^1B_3g) is again of Frenkel excitonic type and may be designated 1^1σ^{01}. In the energetic region considered here only two states (3^1B_2u, 3^1B_3u) with non-vanishing CT contribution, belonging to the S^00 monomer state, were found. The charge resonance combinations of the S^0^{11}, S^0^{11}, and S^0^{11} monomer states lie at higher energies and are not presented in Table 4. For a discussion of these states, the reader is referred to ref 18.

Next the geometry dependence of the excited states with respect to the intermolecular distance of the naphthalene molecules is examined, and in particular it will be outlined how the four states deriving from the S^00 monomer state interact to form the strongly stabilized excimer. For this purpose the excited-state energies and CT and PR_{NTO} properties of these states are presented in Figure 3. Potential curves of the 1^1B_2g and 1^1B_3u states are presented for comparison. At 5.0 Å and longer intermolecular separations, a clear distinction between Frenkel excitonic and charge-separated states, as described above, can be seen. 1^1B_2g and 1^1B_3u form the almost degenerate excitonic 1^1σ^{00}/1^1σ^{00} pair with CT ≈ 0, whereas for the corresponding charge resonance states 3^1B_2u (1^1ρ^{00}) and 3^1B_3u (1^1ρ^{00}) CT ≈ 1. At this large separation all these states show PR_{NTO} ≈ 2 (with deviations of less than 0.2). When the intermolecular distance is decreased, a splitting between 1^1B_2g and 1^1B_3u as well as 3^1B_2u and 3^1B_3u is observed due to excitonic and charge resonance interactions, respectively. At the same time also the excitonic splitting between the 1^1B_2g and 1^1B_3u states is raised. As the distance is decreased further, the B_2u states (Figure 3, red) retain their diabatic character, i.e., CT(1^1B_2u) ≈ 1 and CT(3^1B_2u) ≈ 0, and their PR_{NTO} stays at about 2, also indicating that no changes occur. There is only a small spike in CT at 4.7 Å, which seems to be caused by an interaction with a Rydberg state. It may be noted that at very small intermolecular separations the CT value of 3^1B_2u goes slightly below 0, whereas that of 1^1B_2u goes above 1. This result is present because of slightly negative Ω^{00} values, which according to eq 14 may be obtained if the overlap is strong. It is related to the existence of negative Mulliken populations.55 In
Table 5. Excitation Energies ($\Delta E$, eV), Oscillator Strengths ($f$), Dipole Moments ($\mu$, D), Statistical Descriptors, and Type Assignments for the First 10 Excited States of a Diadenine Stack in B-DNA Geometry

<table>
<thead>
<tr>
<th>state</th>
<th>$\Delta E$</th>
<th>$f$</th>
<th>$\mu$</th>
<th>POS</th>
<th>PR</th>
<th>CT</th>
<th>CT ${}_\text{net}$</th>
<th>PR NTO type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>5.013</td>
<td>0.009</td>
<td>2.84</td>
<td>1.56</td>
<td>1.97</td>
<td>0.02</td>
<td>0.01</td>
<td>1.98</td>
</tr>
<tr>
<td>$S_2$</td>
<td>5.027</td>
<td>0.001</td>
<td>2.99</td>
<td>1.45</td>
<td>1.98</td>
<td>0.02</td>
<td>0.01</td>
<td>1.99</td>
</tr>
<tr>
<td>$S_3$</td>
<td>5.104</td>
<td>0.046</td>
<td>4.57</td>
<td>1.80</td>
<td>1.43</td>
<td>0.04</td>
<td>-0.02</td>
<td>1.25</td>
</tr>
<tr>
<td>$S_4$</td>
<td>5.193</td>
<td>0.054</td>
<td>4.16</td>
<td>1.36</td>
<td>1.84</td>
<td>0.03</td>
<td>0.00</td>
<td>2.75</td>
</tr>
<tr>
<td>$S_5$</td>
<td>5.225</td>
<td>0.007</td>
<td>5.62</td>
<td>1.43</td>
<td>1.96</td>
<td>0.03</td>
<td>0.00</td>
<td>3.26</td>
</tr>
<tr>
<td>$S_6$</td>
<td>5.307</td>
<td>0.045</td>
<td>5.95</td>
<td>1.39</td>
<td>1.90</td>
<td>0.03</td>
<td>0.00</td>
<td>2.07</td>
</tr>
<tr>
<td>$S_7$</td>
<td>5.724</td>
<td>0.005</td>
<td>3.64</td>
<td>1.11</td>
<td>1.25</td>
<td>0.02</td>
<td>0.01</td>
<td>1.23</td>
</tr>
<tr>
<td>$S_8$</td>
<td>5.743</td>
<td>0.001</td>
<td>2.87</td>
<td>1.89</td>
<td>1.25</td>
<td>0.01</td>
<td>-0.01</td>
<td>1.24</td>
</tr>
<tr>
<td>$S_9$</td>
<td>5.854</td>
<td>0.015</td>
<td>12.20</td>
<td>1.49</td>
<td>1.09</td>
<td>0.92</td>
<td>-0.92</td>
<td>1.07</td>
</tr>
<tr>
<td>$S_{10}$</td>
<td>6.128</td>
<td>0.000</td>
<td>4.39</td>
<td>1.85</td>
<td>1.34</td>
<td>0.03</td>
<td>-0.01</td>
<td>1.47</td>
</tr>
</tbody>
</table>

spite of being an artifact in the present context, it should not affect any of the qualitative implications of the results. The situation is more complicated for the $B_{3g}$ states (Figure 3, black). $1^1B_{3g}$ does not remain a pure Frenkel exciton but gains significant contribution from the charge transfer character of $3^1B_{3g}$, which means that these states are no longer well-defined as $\sigma^*$ and $\pi^*$ states. Additionally, at 3.8 Å there is an avoided crossing between $3^1B_{3g}$ and $4^1B_{3g}$, $4^1B_{3g}$ now becomes the continuation of the $1^1\rho^0$ state, which can be seen by the fact that the CT values of these two states cross. Interestingly, PR NTO shows a spike at the avoided crossing for the two states involved because of the fact that these two states converge to 0.5; i.e., there is an equal probability for the electron and hole to be on the same or different molecules. The $1^1B_{3g}$ state is now described by only one configuration (corresponding to the $7a_u$−$11b_u$ transition in Table 4), which means that PR NTO is reduced to 1. According to eq 9, this situation may also be understood in the sense that the excimer state is an equal mixture of all four states in the upper part of Figure 1 (1*, 2*, 1*′, 2*′). Thus, in accordance with refs 18 and 55, excitonic and CT interactions are both active in the stabilization of the excimer. In the language of ref 8 this situation also means that the coherence size now spans both molecules (COH = 2 according to eq 22). In this sense, the excimer can be explained neither by excitonic coupling nor by charge transfer, but only a coherent interaction, leading to a homogeneous excited state, can induce such a strong stabilization.

4.3. Nucleobase Stacks. The nature of excited states in nucleobases has been intensively discussed using a large variety of experimental and computational methods. A question of particular importance was over how many bases the excited states are distributed and whether base–base interactions are of excitonic or charge transfer type.\(^{3,4}\) In this section the analysis of a diadenine stack in idealized B-DNA geometry is performed. The two bases have the same geometry but are not exactly equivalent because of the twisted arrangement. Therefore, the electronic states are not completely delocalized; cf. ref S6. In Table 5 the excitation energies, oscillator strengths, and statistical descriptors of the first 10 excited states of the stacked dimer are shown. Additionally, the type of excitation ($nS^*$ or $\pi \pi^*$), obtained from visual analysis of the orbitals, is presented. The eight lowest energy states can be identified with excitonic combinations of the four lowest states of the isolated adenine.\(^{57}\) $S_1$ and $S_2$ form a pair of corresponding nS* states, separated by a gap of 0.0091 eV. Considering the fact that the states are almost completely delocalized (POS $\approx$ 1.5), the excitonic coupling between these two states can be obtained as 0.0045 eV, which is similar to the value of 0.006 eV of ref S6. For these states PR NTO $\approx$ 2.0, which corresponds to idealized simple excitonic states. The following four states, $S_3$−$S_6$, are of nS* nature and derive from the $L_u$ and $L_d$ states of adenine. $S_7$ and $S_8$ form another pair of nS* states. These states are somewhat more localized, so that the splitting of 0.019 eV is in part due to asymmetry and in part due to the excitonic coupling. $S_9$ is an almost complete charge transfer state (CT = 0.92). Compared to the naphthalene dimer example, there are no charge resonance interactions here, but the charge transfer is directed to the naphthalene dimer, which is due to the large dipole moment, $\mu$ = 12.2 D. Finally, a partially delocalized nS* state ($S_{10}$) can be seen. In summary, it could be shown how a large amount of quantitative physical information could be extracted from this system. A more extended study using these procedures to analyze realistic DNA fragments has been accepted for publication.\(^{58}\)

4.4. Poly(phenylenevinylene)-Conjugated Organic Polymers. Recently, conjugated organic polymers have attracted a lot of interest for applications in photovoltaic devices,\(^{10,59}\) and it is of particular interest to gain clear insight into the excited states involved. These are in many cases quite complex, considering that usually many molecular orbitals are involved and that different exciton bands may overlap. An analysis in terms of transition density matrices\(^{56}\) is therefore convenient by reducing the representation to a form...
independent of the number of orbitals involved. Additionally, as shown below, it may also give insight into excitonic structure, which would be hidden by simply considering orbitals. We performed RI-ADC(2) calculations on a phenylenevinylene oligomer, (PV)\textsubscript{6}P (see Figure 4) at its S\textsubscript{0} and S\textsubscript{1} minimum geometries, as reported in detail in ref 60.

![Structure of (PV)\textsubscript{6}P](image)

Figure 4. Structural formula of the phenylenevinylene oligomer (PV)\textsubscript{6}P.

In Table 6 information about the excited states of (PV)\textsubscript{6}P at the ground-state minimum is presented. S\textsubscript{1} (1\textsuperscript{1}B\textsubscript{u}) is the bright state, carrying almost all the oscillator strength. The number of fragments participating in this excited state (PR) is 5.53. This state shows a significant coherence length (COH = 3.90), which means that this state has a large electron–hole separation and cannot be viewed as a Frenkel exciton over PV units. This state is dominated by one major transition (14au–14au), and accordingly, PR\textsubscript{NTO} is low at 1.59. In the last row of Table 6, the plot of the Ω matrix with respect to the seven fragments is shown. The diagonal length represents the spatial extent of the excitons, whereas the off-diagonal elements, corresponding to charge transfer configurations, mark coherences between the fragments. The S\textsubscript{1} state shows a diagonal length over a large part of the system. The off-diagonal components indicate that there is a significant amount of electron–hole separation at least between neighboring PV units. S\textsubscript{2} (2\textsuperscript{1}A\textsubscript{g}) and S\textsubscript{3} (2\textsuperscript{1}B\textsubscript{u}) show a structure very similar to that of S\textsubscript{1}, except that one and two nodal planes are present. These can therefore be represented by two transitions involving orbitals that are fairly evenly localized over the whole system, except for the central phenyl moiety. This is in agreement with the structure and nodal plane of Ω as shown in Table 6. It can be seen that the two main initial and final orbitals are each of very similar shape, with the only difference being the symmetry with respect to a rotation around the center of the molecule. It may thus be understood that the excitation could also be represented by two rather localized excitations on either half of the molecule. More information about these states and orbital plots are given in the Supporting Information (section S6). The natural transition orbitals (eq 27) are plotted in Figures 6 and 7. In this representation a clear difference is visible. The 2\textsuperscript{1}A\textsubscript{g} state (Figure 6) can be represented by two transitions involving orbitals that are fairly evenly localized over the whole system except for the central phenyl moiety. This is in agreement with the structure and nodal plane of Ω as shown in Table 6. It can be seen that the two main initial and final orbitals are each of very similar shape, with the only difference being the symmetry with respect to a rotation around the center of the molecule. It may thus be understood that the excitation could also be represented by two rather localized excitations on either half of the molecule. More information about this fact and orbital plots are given in the Supporting Information (section S6). The natural transition orbitals of 3\textsuperscript{1}A\textsubscript{g} (Figure 7) have a significantly different structure. In the first transition, shown at the top, the initial orbital is clearly localized in the center of the molecule, whereas the final orbital is distributed over the sides. The second contribution shows the opposite feature. In both cases it is seen that there is a significant participation of the central phenylene, which corresponds to the fact that there is no clear

### Table 6. Excitation Energies (ΔE, eV), Oscillator Strengths (f), Statistical Descriptors, Dominant Contributions to the Excitation, and Plots of Ω for the Lowest Singlet Excited States of (PV)\textsubscript{6}P at the Ground-State Minimum Geometry

<table>
<thead>
<tr>
<th>State</th>
<th>ΔE</th>
<th>f</th>
<th>PR</th>
<th>COH</th>
<th>PR\textsubscript{NTO}</th>
</tr>
</thead>
<tbody>
<tr>
<td>S\textsubscript{1} (1\textsuperscript{1}B\textsubscript{u})</td>
<td>3.154</td>
<td>5.66</td>
<td>5.53</td>
<td>3.90</td>
<td>1.59</td>
</tr>
<tr>
<td>S\textsubscript{2} (2\textsuperscript{1}A\textsubscript{g})</td>
<td>3.995</td>
<td>0.61</td>
<td>6.69</td>
<td>3.03</td>
<td>2.14</td>
</tr>
<tr>
<td>S\textsubscript{3} (2\textsuperscript{1}B\textsubscript{u})</td>
<td>4.225</td>
<td>0.0</td>
<td>5.14</td>
<td>4.98</td>
<td>2.99</td>
</tr>
<tr>
<td>S\textsubscript{4} (3\textsuperscript{1}A\textsubscript{g})</td>
<td>4.392</td>
<td>0.0</td>
<td>6.30</td>
<td>3.04</td>
<td>2.39</td>
</tr>
<tr>
<td>S\textsubscript{5} (3\textsuperscript{1}B\textsubscript{u})</td>
<td>4.468</td>
<td>0.02</td>
<td>3.80</td>
<td>2.20</td>
<td>4.16</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dominant contributions</th>
<th>14b\textsubscript{2}–14a\textsubscript{u}</th>
<th>13a\textsubscript{g}–14a\textsubscript{u}</th>
<th>13b\textsubscript{2}–14a\textsubscript{u}</th>
<th>13a\textsubscript{g}–14a\textsubscript{u}</th>
<th>13b\textsubscript{2}–14a\textsubscript{u}</th>
<th>13a\textsubscript{g}–15a\textsubscript{g}</th>
<th>13b\textsubscript{2}–15a\textsubscript{g}</th>
<th>13b\textsubscript{2}–15a\textsubscript{g}</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.86)</td>
<td>(0.65)</td>
<td>(0.55)</td>
<td>(0.53)</td>
<td>(0.41)</td>
<td>(0.47)</td>
<td>(0.40)</td>
<td>(0.29)</td>
<td></td>
</tr>
<tr>
<td>13a\textsubscript{g}–15b\textsubscript{g}</td>
<td>14b\textsubscript{2}–15b\textsubscript{g}</td>
<td>13a\textsubscript{g}–15b\textsubscript{g}</td>
<td>14b\textsubscript{2}–15b\textsubscript{g}</td>
<td>13b\textsubscript{2}–15b\textsubscript{g}</td>
<td>13b\textsubscript{2}–15b\textsubscript{g}</td>
<td>14b\textsubscript{2}–15b\textsubscript{g}</td>
<td>13b\textsubscript{2}–15b\textsubscript{g}</td>
<td></td>
</tr>
<tr>
<td>(0.40)</td>
<td>(0.65)</td>
<td>(0.54)</td>
<td>(0.55)</td>
<td>(0.40)</td>
<td>(0.29)</td>
<td>(0.35)</td>
<td>(0.36)</td>
<td></td>
</tr>
<tr>
<td>13b\textsubscript{2}–15b\textsubscript{g}</td>
<td>13b\textsubscript{2}–15b\textsubscript{g}</td>
<td>14b\textsubscript{2}–15b\textsubscript{g}</td>
<td>13b\textsubscript{2}–15b\textsubscript{g}</td>
<td>14b\textsubscript{2}–15b\textsubscript{g}</td>
<td>13b\textsubscript{2}–15b\textsubscript{g}</td>
<td>14b\textsubscript{2}–15b\textsubscript{g}</td>
<td>13b\textsubscript{2}–15b\textsubscript{g}</td>
<td></td>
</tr>
<tr>
<td>(0.22)</td>
<td>(0.22)</td>
<td>(0.50)</td>
<td>(0.35)</td>
<td>(0.36)</td>
<td>(0.26)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Dominant contributions to the excitation, coefficient in parentheses.
nodal structure of $\Omega$ in Table 6. The fact that the initial and final orbitals are always localized on different fragments corresponds to the off-diagonal size in $\Omega$ and to the larger COH value.

To examine a possible localization of the excitation, a geometry optimization in the $1^1B_u$ state was performed (Table 7). Compared to the ground-state minimum, the $1^1B_u$ state is somewhat contracted upon relaxation (PR is lowered to 5.01) but remains delocalized over several fragments. This is consistent with ref 11, where the analysis was performed in terms of nuclear geometry. The coherence length is somewhat increased (COH = 4.21) and $PR_{NTO}$ lowered, reflecting the formation of a more homogeneous coherent excited state. Interestingly, the $3^1A_g$ state is strongly stabilized and moves below the $2^1B_u$ state. The $3^1B_u$ state here appears to be of the same character as $3^1A_g$ except that it has a nodal plane.

5. CONCLUSIONS

We presented a scheme for the analysis of one-electron singlet excited states in dimers, oligomers, and extended molecular systems. Through an analysis of the one-electron transition density matrix, significant new insight can be gained over a manual wave function analysis. Quantities of immediate physical interest, such as charge separation, exciton delocalization, and coherence, can be obtained through partial summation schemes. The method is readily automatized, providing a route for statistical analysis. The general formulation of the equations allows an application to a wide variety of wave function models. So far, implementations are available for the CASSCF, MR-CI, CC2, ADC(2), and TDDFT methods. Fundamental limitations are related only to the physical properties of the excited state (i.e., only one-electron
excited states can be analyzed). To show the applicability of this method, we presented results on several classes of systems using different correlated ab initio wave function models.

First, for methodological purposes, excitonic interactions between the nπ* states of two face-to-face stacked form-aldehyde molecules were considered. It was shown how a displacement from the symmetric geometry led to a localization of the wave function. This process was analyzed using the above-mentioned techniques. In addition, it was pointed out how the change in the wave function properties could be related to the ab initio nonadiabatic coupling vectors.

The example of a π-stacked naphthalene dimer was used to examine the performance of our analysis scheme for states which were completely delocalized due to symmetry. In this case a differentiation between Frenkel excitonic and charge resonance states is particularly challenging because of the fact that all orbitals are evenly distributed over both fragments. The automatized analysis gave results consistent with the formal considerations of ref 18. Moreover, by systematically following the change in the wave function, when the intermolecular separation was lowered, interesting new insight into the process of excimer formation could be obtained. A mixing between excitonic and charge resonance character (cf. refs 18 and 55), yielding a homogeneous and coherent excited state, was identified as a possible cause of the strong stabilization of the excimer.

Using two stacked adenine molecules, it was shown how the analysis scheme can also be readily applied to systems with a number of interacting excited states of different character. A collection of different physical descriptors could be provided for a compact representation of the states. It was found that the lowest eight singlet excited states were excitonic combinations of the four lowest monomer states, with only a few percent of charge resonance character. The next state, S8, was identified as a pure charge transfer state.

A phenylenevinylene oligomer was considered to test the performance of our analysis with respect to conjugated π-systems. An analysis of the vertical excitations revealed details of the excitonic structure, which remained hidden by a simple consideration of the canonical orbitals. Excited states, belonging to three different distinct exciton bands, could be identified. The difference could be represented by the Ω matrix and was also shown graphically in the natural transition orbital representation. An analysis of the excited states at the S1 minimum was presented as well.

This work was intended as a methodological outline of the working equations and as a tentative collection of potential applications of this method. More detailed investigations on the systems described are in progress.
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