UV Absorption Spectrum of Alternating DNA Duplexes. Analysis of Excitonic and Charge Transfer Interactions

Felix Plasser,* Adelia J. A. Aquino,† William L. Hase,§ and Hans Lischka*†§

†Institute of Theoretical Chemistry, University of Vienna, Währingerstrasse 17, A-1090, Vienna, Austria
‡Institute of Soil Research, University of Natural Resources and Life Sciences, Peter-Jordan-Strasse 82, A-1190, Vienna, Austria
§Department of Chemistry and Biochemistry, Texas Tech University, Lubbock, Texas 79409-1061, United States

Supporting Information

ABSTRACT: A detailed investigation of the excited states accessed by UV absorption in alternating DNA duplexes was performed by means of an extensive sampling of intra- and intermolecular degrees of freedom. The excited states were computed using the algebraic diagrammatic construction method to second-order (ADC(2)). A realistic DNA environment was included through an electrostatic embedding QM/MM coupling scheme. The results indicate that (i) most excited states are delocalized over at most two bases, (ii) charge transfer states are located at higher energies than the bright states in the Franck–Condon region, but (iii) coupling between locally excited and charge transfer states may provide a route to dynamical charge separation, and (iv) spectral broadening is mainly caused by intramolecular vibrations.

INTRODUCTION

Deoxyribonucleic acid (DNA) plays a central role in biology as the carrier of the genetic code. Absorption of UV light can potentially damage DNA leading to mutations, genomic instability or carcinogenesis.1 A major defense mechanism against these possibilities is based on ultrafast decay, converting the electronic excitation energy into hot vibrational motion in the ground state.2−9 When the photophysics of DNA are studied, the collective behavior and interactions between nucleobases are considered to play a decisive role. Whereas isolated nucleobases decay on a picosecond time scale, single and double stranded DNA show additional transients with a 10−100 ps lifetime and even nano second components were found.8,10−14 Both excitonic delocalization12,13,15−18 and interbase charge transfer10,19−21 are being considered as processes arising due to base−base interactions, which may be responsible for the above-mentioned change in dynamical behavior. A wide range of different results concerning excitonic delocalization has been reported. In single-stranded homoadenine polymers the delocalization was estimated at around three bases and it was pointed out that delocalization should be smaller in alternating sequences.12,20,22 A computational study reported excitonic delocalization of at least two bases in dC2G polymers.23 In contrast to these estimates of rather small delocalization degrees, parametrized exciton theory yielded significantly larger estimates of six bases and more for poly dA and poly dGdC.16,18 Moreover, from time-dependent fluorescence anisotropy studies on different base sequences, possible signatures of excitonic dynamics and excitation energy transfer between the bases were reported.13,15,18 The existence of charge transfer states, on the other hand, is considered of highest importance as well, as they may lead to exciplexes that could act as trapping sites.8,10 In this case there is some discrepancy as far as their energetic ordering with respect to the bright states is concerned. Studies using time-dependent density functional theory (TDDFT) tended to place charge transfer states at lower or comparable energies as the bright states24,25 or just above the π−π* excitonic bright states,20 whereas they were found at somewhat higher energies in wave function based ab initio studies.17,26

Even though the role of excitonic and charge transfer states has been discussed extensively in the literature, the information deduced from experiment is rather indirect and computational studies have the possibility to furnish a large amount of additional interesting information. Exciton theory, as one option (cf. refs 16, 23, 27, and 28), provides a convenient tool for modeling electronic spectra and dynamical processes. These studies gave interesting insight but require tedious investigations to obtain the necessary parametrization. These approaches concentrate on statistical broadening and static disorder and do not consider the explicit sampling of the many internal degrees of freedom in the system. Furthermore, the excitonic models considered only one or a few ππ* states per monomer, ignoring mixing to other states of ππ* or nπ* character. Finally, an inclusion of charge transfer configurations is challenging within such an approach and was only performed...
in one of these studies.28 Compared to parametrized exciton theory, quantum chemical calculations on the excited states of particular molecular systems offer the possibility of including excitonic and charge transfer (CT) interactions at the same level in an integrated way based on well tested computational models. A number of different calculations on DNA fragments have been performed (cf. ref 29). The TDDFT approach, as one powerful option, allows treating DNA fragments efficiently20,22,25 but care has to be taken in computing charge transfer states correctly26,30,31 and special calibration is needed for obtaining accurate results.20 In contrast to TDDFT, methods such as the second-order approximate coupled cluster model CC232 or algebraic diagrammatic construction to second-order ADC(2)33 approaches offer the possibility of balanced calculations of excitonic and charge transfer states without any particular bias to either side. Additionally, usage of the resolution of the identity (RI)34 approximation allows for efficient calculations on sufficiently large molecular systems to study stacking effects in the excited states. A systematic gas phase RI-CC2 study gave detailed insight into the different components of interbase coupling and other parameters,35 and comparisons of different ab initio methods on stacked dimers in comparison to selected functionals used in TDDFT calculations were performed as well.26,36 Water solvation in the QM region consisted of two stacked bases (AT and GC, respectively) obtained from the samples and four nucleobases, respectively, obtained from the samples and tetramer structures, were extracted from an idealized B-DNA structure created with the Tinker nucleic program. The respective nucleobase structures were replaced by those of the harmonic intramolecular modes in the electronic ground state as described in ref 41. Reference dimer and tetramer structures, were extracted from an idealized B-DNA structure created with the Tinker nucleic program. The respective nucleobase structures were replaced by those optimized at the QM level in the ground state using a quantum least-squares fit, cf. refs 42–44 (for the resulting geometries see the Supporting Information, Tables S3–S6). The Wigner distribution was computed from the harmonic frequencies for the dimer or tetramer, respectively, using the intramolecular modes only. Intermolecular motions, which will depend on a large number of low frequency anharmonic backbone vibrations, were excluded because they are not available in the isolated stacks. However, they will be included in the full DNA model. For computations in this full DNA model, mixed initial conditions following ref 45 were created. Intramolecular modes of the molecules in the QM region were treated at a quantum mechanical level using the Wigner distribution of normal modes. The modes of the backbone determining the relative positions of the bases and the environmental degrees of freedom were sampled by classical molecular dynamics (MD), considering the fact that for these strongly anharmonic low-frequency modes a Wigner sampling using harmonic modes is not adequate and, on the other hand, classical sampling is quite appropriate. For each of the structures selected from the dynamics simulations, the two and four nucleobases, respectively, obtained from the samples of the Wigner distribution of the individual bases in vacuo were
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inserted at their appropriate places into the DNA structure using a quaternion least-squares fit. Then a 1 ps MD run was performed to relax the environment according to the small changes induced by the Wigner sample, whereas the structures and positions of the inserted bases were kept fixed. Finally, the atomic positions of the last MD step were used to perform a QM/MM calculation on the vertical excitation energies.

The inserted stacked dimer and tetramer, respectively, connected to the sugar/phosphate backbone using a link hydrogen atom technique,66-67 constituted the QM region and the remaining atoms were included in the QM/MM calculation by means of electrostatic embedding as point charges using their Amber-99 values. The charge of the carbon atom forming the link atom on the MM side was set to zero, and to maintain the original neutral charge of the overall system, the excess charge (i.e., the sum of the deleted charge of the MM-link atom and the partial charge corresponding to the atoms in the QM region) were equally distributed onto the three atoms bonded to the MM-link atom (cf. ref 48).

The computations in DNA were performed on (dAdT)$_6$((dAdT)$_6$ and (dGdcC)$_6$((dGdcC)$_6$ duplexes embedded in a sphere of 3000 water molecules, neutralized with 22 K$^+$ counterions. After creation of an initial structure using Packmol,68 equilibration and sampling was performed by means of a classical molecular dynamics simulation using the Amber-99 force field, as implemented in Tinker.64,65 Sampling was performed every 0.2 ps.

The spectra simulation was performed using the program system Newton-X.51,52 A total of 300-500 distinct molecular geometries and environmental configurations were chosen. A phenomenological broadening of 0.05 eV was applied. Resulting distributions were normalized to put the different calculations on the same scale. For dimers ten excited states were computed, for tetramers twenty. The spectra were constructed considering vertical excitation energies and oscillator strengths at the displaced structures. In addition, a density of transitions (DOT) was computed. In this case, the same methodology as for the spectra, only with a formal unit oscillator strength, was used. For plotting, the density of transition was rescaled to have the same total area as the spectrum.

An automated analysis of the excited states was performed according to a recently developed scheme of analyzing the one-electron transition density matrix53 using previous work by Tretiak54 and Luzanov,55 where specifically in the case of ADC(2) the singly excited cluster amplitudes were chosen to represent the transition density matrix (as explained in more detail in ref 53). This method provides well-defined descriptors for properties like the position, delocalization, and charge transfer character of the wave function even in difficult cases (e.g., delocalized orbitals, many contributing configurations).

First, charge transfer numbers for an excited state for properties like the position, delocalization, and charge (e.g., delocalized orbitals, many contributing con details in ref 53). This method provides well-de ADC(2) the singly excited cluster amplitudes were chosen to the number of fragments involved. Finally, the weight of charge transfer configurations is determined according to

$$\text{POS}^2 = \frac{1}{2} \sum_{A \neq B} \sum_{\eta} \left( \Omega_{AB}^\eta / \Omega_{AB}^\eta \right)^2$$

where the summation indices A and B go over the two or four molecules of the QM region and the symbol $\Omega^\eta$ is used to represent the normalization factor

$$\Omega^\eta = \sum_{A,B} \Omega_{AB}^\eta$$

For a state $\alpha$ localized only on one fragment $C$, i.e., $\Omega_{CC}^\eta = \Omega^\eta$ and all other elements of the $\Omega^\eta$ matrix are vanishing, it follows that $\text{POS}^2 = C$. For states that are distributed over several fragments, the POS$^2$ value corresponds to the weighted average of the indices of these fragments. The excitonic delocalization may be defined as a participation ratio (PR) expression

$$\text{PR}^\eta = \frac{\langle \Omega^\eta \rangle^2}{2 \sum_{A,B} \left( \sum_{\eta} \Omega_{AB}^\eta \right)^2 + \sum_{B \neq A} \left( \sum_{\eta} \Omega_{AB}^\eta \right)^2}$$

States localized on only one fragment $C$ ($\Omega_{CC}^\eta = \Omega^\eta$) or charge transfer states between two fragments $C$ and $D$ ($\Omega_{CD}^\eta = \Omega^\eta$, $C \neq D$) exhibit $\text{PR}^\eta = 1$. In contrast, for delocalized Frenkel excitonic states or charge resonance states, $\text{PR}^\eta > 1$, according to the number of fragments involved. Finally, the weight of charge transfer configurations is determined according to

$$\text{CT}^\alpha = \frac{1}{\text{PR}^\eta} \sum_{B \neq A} \Omega_{AB}^\eta$$

This measure is zero for localized or delocalized Frenkel excitonic states (all off-diagonal elements of $\Omega^\eta$ are vanishing), whereas it is one for charge transfer or charge resonance states (all diagonal elements of $\Omega^\eta$ are vanishing). For notational brevity the $\alpha$ superscript, designating the excited state, will be omitted in the following text whenever explicit reference to the state is not needed.

A decomposition of the spectra based on the PR and CT values was performed (see below). The thresholds were chosen to give a meaningful representation of the underlying distribution. PR < 1.5 is seen as fairly localized, whereas PR > 2.5 can be considered as a significantly delocalized state. As a threshold for CT states, CT > 0.5 was chosen, i.e., states that contained at least 50% CT character.

Furthermore, to estimate excitonic couplings between neighboring molecules, a transformation based on the POS value was applied, in analogy to the use of fragment charge differences in charge transfer couplings.56,57 The model assumes that two adiabatic states $\psi_i^\text{ad}$ and $\psi_j^\text{ad}$ are obtained through a unitary transformation applied to two localized diabatic states, positioned on neighboring fragments $k$ and $k+1$

$$\left( \begin{array}{c} \psi_i^\text{ad} \\ \psi_j^\text{ad} \end{array} \right) = U \left( \begin{array}{c} \psi_{k}^\text{loc} \\ \psi_{k+1}^\text{loc} \end{array} \right)$$

$$U = \left( \begin{array}{cc} \cos(\eta) & -\sin(\eta) \\ \sin(\eta) & \cos(\eta) \end{array} \right)$$

The POS values of $\psi_{k}^\text{loc}$ and $\psi_{k+1}^\text{loc}$ are $k$ and $k+1$, respectively, by definition. The values for the adiabatic states ($\text{POS}^\alpha$, $\text{POS}^\beta$) are obtained by the transformation
\[
\begin{pmatrix}
\text{POS}^1 & \text{POS}^0 \\
\text{POS}^0 & \text{POS}^1
\end{pmatrix}
= U^{-1}
\begin{pmatrix}
k & 0 \\
0 & k + 1
\end{pmatrix}
U
\]

which can be explicitly rewritten as

\[
2k + 1 - \text{POS}^1 = \text{POS}^1 = k + \cos^2(\eta)
\]

To apply this model for extracting diabatic couplings from the quantum chemical computations, it was first necessary to identify pairs of states \(\psi^{ad}_i\) and \(\psi^{ad}_j\), which approximately satisfied the underlying assumption of the model. The condition for this was that the left side of equation eq 9 was satisfied for these states, as well as that these states had similar PR and CT values and orbital contributions to the electronic transition. Then eq 9 was applied to compute \(\eta\) and subsequently \(U\). Then, the diabatic localized Hamiltonian \(H_{loc}\) was computed by transforming the diagonal matrix containing the adiabatic energies of the two states \((E_i, E_j)\)

\[
H_{loc} = U \begin{pmatrix}
E_i & 0 \\
0 & E_j
\end{pmatrix} U^{-1}.
\]

The excitonic coupling between the localized states \(H_{\eta}\) (i.e., the off-diagonal element of \(H^{\text{mm}}\)) is explicitly given as

\[
H_{\eta} = \cos(\eta) \sin(\eta)(E_i - E_j)
\]

Molecular visualization and graphical analysis were primarily performed with the PyMOL,58 VMD,59 and Jmol60 packages.

3. RESULTS AND DISCUSSION

3.1. Poly(dAdT)-(dAdT) Duplexes. Figure 2 shows the computed spectra (solid lines) of AT and TATA stacked complexes in vacuo. In both cases a broad peak around 5.5 eV is found in the spectrum. The maximum is located at somewhat higher energies in the tetramer. For comparison, also the total density of transitions (dotted lines), i.e., the spectrum without weighting by the oscillator strengths, is shown to highlight the dark states. This second distribution is significantly broader, which means that there are hidden dark states both at lower and at higher energies than the main contributions of the bright states. States with significant charge transfer character (CT > 0.5) only play a minor role in the absorption spectrum, which means that they cannot be directly excited by UV light. In the DOT charge transfer states are present in the range of 6.0–6.5 eV and a more detailed analysis shows that in the tetramer about 13% of the states considered exhibit CT > 0.5. However, these states are lying at energies above the first absorption maximum. In the dimer spectrum almost no delocalized states (PR > 1.5) are present. In the tetramer spectrum these account also for only about 15% of the states. However, due to their larger oscillator strengths (i.e., the intensity of the PR > 1.5 contribution to the spectrum is significantly larger than the respective contribution to the density of transitions) they are responsible for almost half of the intensity at the absorption maximum. Larger oscillator strengths were to be expected, considering that according to Förster theory brighter states should interact stronger and should therefore also yield more delocalized excitons. At the red and blue edges of the spectrum, the relative importance of delocalized states is significantly diminished. Furthermore, there are almost no excited states (<1%) with a delocalization over more than two and a half bases (PR > 2.5).

In Figure 3 the spectra of the AT and the TATA stacks embedded in the poly(dAdT)-(dAdT) duplex are shown. These spectra are red-shifted by ~0.3–0.5 eV with respect to the complexes in vacuo, and again the tetramer spectrum is at somewhat higher energies than that of the dimer. Compared to the DOT shown in Figure 2, there are no low-energy dark states present.
states exhibit significant charge separation (CT > 0.5). It should be noted that the second peak emerges also in vacuo at 240 nm. This is about 0.5 eV higher than the experimental maximum of the poly(dAdT)-poly(dAdT) duplex.\(^\text{61}\) In Figure 3 also a second peak in the lower wavelength UV range is visible, cf. ref 61. This difference to the vacuum spectrum (Figure 2) relates to the fact that the high energy area is not completely sampled with the limited number of excited states considered here. Due to a different state ordering, apparently more high energy bright states are included in the QM/MM simulation, whereas in vacuo more dark states are present. To support this hypothesis, we have verified that the second peak emerges also in vacuo if more states are considered. However, because we wanted to concentrate on the first absorption band, the full sampling of the second band, which would also involve substantially higher computational cost, is not further pursued. Charge transfer states play a secondary role even in the spectra, including the DNA environment; they have lower oscillator strengths and are located at higher energies relative to the first absorption peak. In DNA, delocalized states play a somewhat more important role as compared to the spectra in vacuo. About 30% of the states show PR > 1.5 and because of their higher oscillator strengths, these amount to more than half of the intensity at the absorption maximum of the tetramer. In most cases considered, they extend over neighboring adenine and thymine bases, rather than second neighboring bases of the same kind. In other words: introducing a thymine spacer almost completely decouples the two adenine bases.\(^\text{62}\) There are almost no states with PR > 2.5 (about 3%), which means that the majority of the excited states are at most delocalized between two bases. Figure 4 shows the distribution of the CT values in the absorption spectrum of a TATA base stack embedded in a (dAdT)\(_n\)-(dAdT)\(_n\) duplex.
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**Figure 4.** Distribution of CT values in the absorption spectrum of a TATA base stack embedded in a (dAdT)\(_n\)-(dAdT)\(_n\) duplex.

values in the spectrum of the embedded TATA stack. About 60% of the excited states considered exhibit CT < 0.1. Then, states with a strong mixing between locally excited and charge transfer contributions follow (i.e., the CT value is neither close to zero corresponding to only locally excited configurations nor close to one indicating a pure CT state), and about 15% of the states exhibit significant charge separation (CT > 0.5). It should be noted that a simple Frenkel exciton model, neglecting charge transfer interactions, may be insufficient to describe these last 40% of the states.

To get more insight into the character of the excited states, one representative configuration of the embedded TATA stack was analyzed in more detail (Table 1). Aside from the excitation energies and oscillator strengths, the descriptors for position (POS), excitonic participation ratio (PR), and charge transfer (CT) character are given. The type of the excited state is assigned as well. The lowest excited state (S\(_1\)) at this configuration is an nπ* state of the thymine at position three (T3). S\(_2\) and S\(_3\) amount to a pair of excitonic states formed of the ππ* state of the other thymine residue (T1) and the nπ* (the bright L\(_a\)) state of the adjacent adenine (A2). They are separated by a gap of 0.154 eV. Using eq 11, this amounts to an interchromophore coupling of about 0.065 eV. This large value is consistent with the substantial oscillator strength of S\(_1\) (0.242). The ππ* (L\(_a\)) state of A2 remains largely isolated at S\(_1\). The two ππ* states of A4 couple with the ππ* state of T3 to form three delocalized excitonic states: S\(_{18}\), S\(_{19}\) and S\(_{20}\). Above 5.5 eV, two charge transfer states are present: S\(_{11}\) (A2’−T3”) and S\(_{13}\) (A4”−T3”). Aside from the states mentioned, there is a large number of localized nπ* states. Furthermore, S\(_{18}\) and S\(_{19}\) form a pair of delocalized nπ* states, probably due to an accidental degeneracy, separated by 0.020 eV (with a coupling of about 0.009 eV). To estimate the effects of environment, the excited states of the isolated molecule at the same geometry were computed as well. Electronic states computed in DNA environment and in vacuo were related to each other on the basis of the analysis of the electronic wave function, and wherever this was possible, the energy of the corresponding isolated state (ΔE\(_{\text{isol}}\)) is given as well in Table 1. However, in some cases different resonances and thus different delocalization degrees were present in the two calculations, not allowing a clear assignment. To give information about these states, a table with the full information is presented in the Supporting Information (Table S1). It can be observed that the DNA environment significantly destabilizes all the nπ* states (by about 0.4 eV). This strong shift is due to hydrogen bonding interactions and agrees well with previous experience.\(^\text{63–65}\) The ππ* states seem largely unaffected by environmental effects, and no clear trend is present here. The vertical excitation energies of the charge transfer states are almost not affected here. However, it should be noted that they might be somewhat stabilized by an environmental model including the electronic response of the environment to the excitation, cf. refs 21 and 25. For comparison, also a calculation at the same molecular geometry was performed where only the central AT was considered in the QM region and the outer two bases were included in the MM region (Table S2, Supporting Information). For many of the resulting dimer states a clear assignment to the tetramer states was possible. Most of the tetramer states were blue-shifted by about 0.1−0.2 eV with respect to the embedded dimers, which is a trend also observed in Figures 2 and 3. This suggests that the stacking interaction in DNA slightly affects the excited states through an interaction term, which is not included in the electrostatic embedding model (cf. ref 66 for a discussion of these terms).

Next, the reasons for spectral broadening in the poly-(dAdT)−(dAdT) duplex are examined. In particular, the contributions of environmental fluctuations and intra- and intermolecular motions will be analyzed, and the effect of quantum mechanical zero-point vibrations will be highlighted. Initially, the first absorption band of a stack in vacuo with fixed intermolecular degrees of freedom (Figure 2) and the QM/MM simulation, where also interbase motions are considered (Figure 3), are compared. It can be seen that aside from the general overall shift, the peak shapes are very similar. This already suggests that intramolecular motions are the decisive factor in spectral broadening, whereas both interbase motions
and environmental motions play only a minor role in this context. To get a more detailed insight into this phenomenon, a spectrum of AT in DNA with frozen intramolecular degrees of freedom was computed (Figure 5a). This was achieved by replacing the adenine and thymine fragments of the QM part in each MD snapshot with the ground-state equilibrium geometries of the adenine and thymine molecules. For each of these structures the electronic excitations were computed. In this way the computed spectrum included solvent and backbone rearrangements, as well as relative base--base movements, but no intramolecular motions of the bases. The resulting spectrum looks completely different as compared to the full simulation (Figure 3a). The broad peak is now split into three well-separated components, corresponding to the adenine ππ* (Lb) states. The thymine ππ*, and adenine ππ* (Lc) states. The spectral broadening for these peaks is on the order of only about 0.1 eV. Next we examined the result obtained when only classical contributions to intramolecular motions are considered, i.e., the calculation of electronic excitations is directly performed at the configuration of the MD snapshot without considering the quantum mechanical zero point vibrations (Figure 5b). In this case, the state energies overlap again, forming one broad peak. However, the result is significantly different from the full simulation (Figure 3a). The peak is blue-shifted by about 0.5 eV, and additionally, its shape is completely different with a somewhat narrower peak and a broad plateau. In summary, we can conclude that intramolecular motions, starting from quantum mechanical zero-point vibrations, are the dominant factor in determining the spectral shape, which is in line with the experimental observation that the spectrum of the duplex is very similar to the sum of its constituents.\textsuperscript{61} These vibrations should be active also after UV absorption, and the strong coupling to the excited states could lead to subpicosecond excitation energy transfer between the bases as suggested from experimental investigations.\textsuperscript{11,15}

Table 1. Excitation Energies (ΔE, eV), Oscillator Strengths (f), Statistical Descriptors, and Type Assignments at the ADC(2)/SVP Level for the First 20 Excited States of a TATA Base Stack (Designated T1, A2, T3, A4) Embedded in a (dAdT)$_6$ (dAdT)$_6$ Duplex Solvated in Water Computed at One Selected Geometry

<table>
<thead>
<tr>
<th>state</th>
<th>ΔE$_{SVP}$</th>
<th>f</th>
<th>POS</th>
<th>PR</th>
<th>CT</th>
<th>type</th>
<th>ΔE$_{SVP,old}^a$</th>
<th>ΔE$_{SVP}^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>4.679</td>
<td>0.001</td>
<td>2.99</td>
<td>1.04</td>
<td>0.03</td>
<td>n(T3)−π*(T3)</td>
<td>4.261</td>
<td>4.453</td>
</tr>
<tr>
<td>S2</td>
<td>4.833</td>
<td>0.052</td>
<td>1.79</td>
<td>1.63</td>
<td>0.02</td>
<td>π(A2)−π*(A2)/π(T1)−π*(T1)</td>
<td>4.823\textsuperscript{a}</td>
<td>4.604</td>
</tr>
<tr>
<td>S3</td>
<td>4.986</td>
<td>0.242</td>
<td>1.29</td>
<td>2.63</td>
<td>0.02</td>
<td>(T1)−π*(T1)/π(A2)−π*(A2)</td>
<td>5.242\textsuperscript{a}</td>
<td>4.768</td>
</tr>
<tr>
<td>S4</td>
<td>5.039</td>
<td>0.027</td>
<td>3.31</td>
<td>2.35</td>
<td>0.07</td>
<td>π(T3)−π*(T3)/π(A4)−π*(A4)</td>
<td>5.161\textsuperscript{a}</td>
<td>4.824</td>
</tr>
<tr>
<td>S5</td>
<td>5.095</td>
<td>0.029</td>
<td>3.69</td>
<td>1.63</td>
<td>0.04</td>
<td>π(A4)−π*(A4)/π(T3)−π*(T3)</td>
<td>5.044\textsuperscript{a}</td>
<td>4.935</td>
</tr>
<tr>
<td>S6</td>
<td>5.121</td>
<td>0.017</td>
<td>1.06</td>
<td>1.13</td>
<td>0.02</td>
<td>n(T1)−π*(T1)</td>
<td>4.718</td>
<td>4.925</td>
</tr>
<tr>
<td>S7</td>
<td>5.150</td>
<td>0.033</td>
<td>2.11</td>
<td>1.42</td>
<td>0.05</td>
<td>π(A2)−π*(A2)</td>
<td>5.112\textsuperscript{a}</td>
<td>4.981\textsuperscript{a}</td>
</tr>
<tr>
<td>S8</td>
<td>5.193</td>
<td>0.002</td>
<td>2.04</td>
<td>1.06</td>
<td>0.03</td>
<td>n(A2)−π*(A2)</td>
<td>4.752</td>
<td>5.118</td>
</tr>
<tr>
<td>S9</td>
<td>5.265</td>
<td>0.283</td>
<td>3.73</td>
<td>1.60</td>
<td>0.04</td>
<td>π(A4)−π*(A4)/π(T3)−π*(T3)</td>
<td>5.317\textsuperscript{a}</td>
<td>5.012\textsuperscript{a}</td>
</tr>
<tr>
<td>S10</td>
<td>5.330</td>
<td>0.029</td>
<td>3.98</td>
<td>1.04</td>
<td>0.02</td>
<td>n(A4)−π*(A4)</td>
<td>4.779</td>
<td>5.230</td>
</tr>
<tr>
<td>S11</td>
<td>5.559</td>
<td>0.005</td>
<td>2.52</td>
<td>1.08</td>
<td>0.05</td>
<td>π(A2)−π*(T3)</td>
<td>5.581</td>
<td>5.208</td>
</tr>
<tr>
<td>S12</td>
<td>5.583</td>
<td>0.000</td>
<td>3.00</td>
<td>1.64</td>
<td>0.03</td>
<td>n(T3)−π*(T3)</td>
<td>5.239</td>
<td>5.248</td>
</tr>
<tr>
<td>S13</td>
<td>5.700</td>
<td>0.014</td>
<td>3.39</td>
<td>1.26</td>
<td>0.81</td>
<td>π(A4)−π*(T3)</td>
<td>5.665</td>
<td>5.388</td>
</tr>
<tr>
<td>S14</td>
<td>5.937</td>
<td>0.010</td>
<td>1.04</td>
<td>1.06</td>
<td>0.06</td>
<td>n(T1)−π*(T1)</td>
<td>5.742</td>
<td>5.644</td>
</tr>
<tr>
<td>S15</td>
<td>6.127</td>
<td>0.021</td>
<td>3.06</td>
<td>1.21</td>
<td>0.17</td>
<td>n(T3)−π*(T3)</td>
<td>5.742</td>
<td>5.742</td>
</tr>
<tr>
<td>S16</td>
<td>6.175</td>
<td>0.022</td>
<td>4.00</td>
<td>1.01</td>
<td>0.01</td>
<td>n(A4)−π*(A4)</td>
<td>5.671</td>
<td></td>
</tr>
<tr>
<td>S17</td>
<td>6.214</td>
<td>0.012</td>
<td>1.95</td>
<td>1.16</td>
<td>0.14</td>
<td>n(A2)−π*(A2)</td>
<td>5.898</td>
<td></td>
</tr>
<tr>
<td>S18</td>
<td>6.248</td>
<td>0.005</td>
<td>2.33</td>
<td>1.83</td>
<td>0.08</td>
<td>n(A2)−π*(A2)/n(T3)−π*(T3)</td>
<td>5.812\textsuperscript{a}</td>
<td></td>
</tr>
<tr>
<td>S19</td>
<td>6.267</td>
<td>0.021</td>
<td>2.69</td>
<td>2.01</td>
<td>0.10</td>
<td>n(T3)−π*(T3)/n(A2)−π*(A2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S20</td>
<td>6.332</td>
<td>0.150</td>
<td>1.52</td>
<td>1.76</td>
<td>0.17</td>
<td>π(T1)−π*(T1)/π(A2)−π*(T1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}ADC(2)/SVP excitation energy of the corresponding state in the isolated tetramer of the same geometry. \textsuperscript{b}QM/MM excitation energy of the corresponding state at the ADC(2)/SVP level. Only an approximate assignment was possible.

Figure 5. Decomposition of the QM/MM absorption spectra (solid lines) and densities of transition (dotted lines) of an AT base stack embedded in a (dAdT)$_6$ (dAdT)$_6$ duplex with frozen intramolecular coordinates (a) and only consideration of the classical contributions to intramolecular motions (b).
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SV data. Aside from that, the results are consistent, and in particular the state orderings are almost identical. Some slight deviations are observed for the nπ* states on adenine, which are affected somewhat less than average, and the CT states, which are red-shifted a bit more. To get more statistical insight, the QM/MM spectrum of the embedded AT stack (Figure 3a) was recomputed at the ADC(2)/SVP level (Figure 6). The two figures agree well in all main features (peak positions, peak heights, and distribution into the different components); it is only found that the SVP spectrum is shifted to lower energies by about 0.1 or 0.2 eV as observed for the calculation reported in Table 1. In sum, it can be concluded that basis set effects should not play a large role in the general interpretation of the spectra except for the fact that excitation energies are overestimated by about 0.2 eV as compared to SVP and probably somewhat more as compared to the complete basis set limit. In this sense, the shift of 0.5 eV with respect to the experimental absorption spectrum61 is probably to a large part due to basis set effects.

3.2. Poly(dGdC)·(dGdC) Duplexes. The spectra for the GC and the CGCG stacks in vacuo are shown in Figure 7. Compared to those for the adenine−thymine stacks, they are significantly broader. However, the decomposition of the spectra into their different contributions is similar to the corresponding ones of the adenine−thymine case. Charge transfer states (CT > 0.5) again play only a minor role (10% in the tetramer) and are located at higher energies. Just as in the TATA case only a small fraction of the excited states are delocalized; e.g., in the tetramer only about 13% of the excited states considered show PR > 1.5. Again, these have oscillator strengths somewhat higher than average, which can be seen from the fact that the spectrum lies above the normalized DOT, in accordance with Förster theory. However, as opposed to the TATA case the enhancement is not as strong and only about a third of the intensity at the absorption maximum is due to delocalized states.

After GC and CGCG, respectively, are embedded into the hydrated duplex, the shape of the absorption spectra is somewhat altered (Figure 8) and the spectra exhibit more pronounced peaks at the center of the band. In the tetramer spectrum the absorption maximum is located at about 5.4 eV (230 nm), which is ~0.5 eV above the experimental value.14 Charge transfer states play only a minor role and are located in the high energy part of the spectrum. States delocalized over two bases are more pronounced as compared to the spectra in vacuo: in the tetramer 37% of the excited states show PR > 1.5 (as opposed to 13% in vacuo). They peak at the absorption maximum, where they make up about half of the intensity. Again, there are almost no states (only about 4%) with three bases participating (PR > 2.5). At the red edge of the spectrum, the states are mostly localized on one base. The distribution of CT values of the embedded tetramer is presented in Figure 9.
About 50% of the states show Frenkel excitonic character (CT < 0.1) and there are about 12% true charge transfer states (CT > 0.5).

A detailed analysis of the excited states at one representative configuration of the embedded CGCG stack is shown in Table 2. The four lowest excited states are formed from nπ* states on the four bases. The S₁ and S₂ excitations are located on the neighboring guanine G4 and cytosine C3 residues, respectively. S₃ and S₄ form a resonant pair on C1 and G2 separated by a gap of 0.072 eV, which according to eq 11 corresponds to a coupling of about 0.030 eV. The S₅ and S₁₀ states are nπ* states localized on the cytosine residues. S₆, S₇, S₉, and S₁₁ form a set of four localized nπ* states on the four bases. The lowest lying charge transfer state (S₈), in the direction from G2 to C3, is coupled of about 0.030 eV. The S₅ and S₁₀ states are nπ* states strongly destabilized by solvation and hydrogen bonding (by about 0.5 eV). In contrast, the nπ* states deviate in both directions and respective shifts are not quite as pronounced. The charge transfer state (S₉) was found at about the same energy in the isolated complex. To test for basis set effects, the QM/MM energies at the ADC(2)/SVP (ΔE_{SV,isol}) were computed (Table 2). Again, there is a general quite consistent decrease of about 0.2 eV found for ΔE_{SV,isol} (last column) as opposed to those of the SV results (second column). It appears that the charge transfer states are red-shifted a bit more (0.3 eV).

### 3.3. Excitonic Delocalization and Charge Transfer.

A major outcome of our study based on sampling of intra- and intermolecular vibrational modes is that in alternating duplexes excited states are mostly localized between two neighboring bases. A previous TD-DFT study provided similar results for poly dAdT₂₀ and rather low delocalization degrees for this system were also reported from experiment. Estimates for poly dGdC by another group range from at least two to six or eight bases. These authors point out that their results in alternating poly dGdC were similar to those in homopolymeric poly dA. For this latter system quite divergent delocalization degrees from two or three to six or eight monomer units were reported. Our calculations show quite conclusively that at least for alternating duplexes the lower estimates are.

<table>
<thead>
<tr>
<th>state</th>
<th>ΔE_{SV,isol}</th>
<th>f</th>
<th>POS PR</th>
<th>CT</th>
<th>type</th>
<th>ΔE_{SV,isol}</th>
</tr>
</thead>
<tbody>
<tr>
<td>S₁</td>
<td>4.619</td>
<td>0.135</td>
<td>3.99</td>
<td>1.02</td>
<td>0.02</td>
<td>nπ(G4)−π*(G4)</td>
</tr>
<tr>
<td>S₂</td>
<td>4.719</td>
<td>0.019</td>
<td>2.96</td>
<td>1.14</td>
<td>0.12</td>
<td>nπ(C3)−π*(C3)</td>
</tr>
<tr>
<td>S₃</td>
<td>4.804</td>
<td>0.003</td>
<td>1.23</td>
<td>1.54</td>
<td>0.07</td>
<td>nπ(G1)−π*(G1)/nπ(G2)−π*(G2)</td>
</tr>
<tr>
<td>S₄</td>
<td>4.876</td>
<td>0.121</td>
<td>1.81</td>
<td>1.68</td>
<td>0.06</td>
<td>nπ(G2)−π*(G2)/nπ(C1)−π*(C1)</td>
</tr>
<tr>
<td>S₅</td>
<td>4.971</td>
<td>0.020</td>
<td>3.01</td>
<td>1.13</td>
<td>0.09</td>
<td>nπ(C3)−π*(C3)</td>
</tr>
<tr>
<td>S₆</td>
<td>5.167</td>
<td>0.227</td>
<td>3.92</td>
<td>1.17</td>
<td>0.03</td>
<td>nπ(G4)−π*(G4)</td>
</tr>
<tr>
<td>S₇</td>
<td>5.269</td>
<td>0.178</td>
<td>1.06</td>
<td>1.11</td>
<td>0.07</td>
<td>nπ(C1)−π*(C1)</td>
</tr>
<tr>
<td>S₈</td>
<td>5.284</td>
<td>0.050</td>
<td>2.56</td>
<td>1.23</td>
<td>0.87</td>
<td>nπ(G2)−π*(G3)</td>
</tr>
<tr>
<td>S₉</td>
<td>5.358</td>
<td>0.080</td>
<td>3.04</td>
<td>1.24</td>
<td>0.14</td>
<td>nπ(C3)−π*(C3)</td>
</tr>
<tr>
<td>S₁₀</td>
<td>5.475</td>
<td>0.008</td>
<td>1.05</td>
<td>1.08</td>
<td>0.05</td>
<td>nπ(C1)−π*(C1)</td>
</tr>
<tr>
<td>S₁₁</td>
<td>5.553</td>
<td>0.005</td>
<td>3.69</td>
<td>1.68</td>
<td>0.02</td>
<td>nπ(G4)−π*(G4)/nπ(C3)−π*(C3)</td>
</tr>
<tr>
<td>S₁₂</td>
<td>5.554</td>
<td>0.014</td>
<td>3.20</td>
<td>1.61</td>
<td>0.04</td>
<td>nπ(C3)−π*(C3)/nπ(G4)−π*(G4)</td>
</tr>
<tr>
<td>S₁₃</td>
<td>5.558</td>
<td>0.184</td>
<td>2.09</td>
<td>1.47</td>
<td>0.08</td>
<td>nπ(G2)−π*(G2)</td>
</tr>
<tr>
<td>S₁₄</td>
<td>5.661</td>
<td>0.029</td>
<td>2.98</td>
<td>1.12</td>
<td>0.07</td>
<td>nπ(C3)−π*(C3)</td>
</tr>
<tr>
<td>S₁₅</td>
<td>5.676</td>
<td>0.012</td>
<td>1.18</td>
<td>1.41</td>
<td>0.05</td>
<td>nπ(G1)−π*(G1)/nπ(G2)−π*(G2)</td>
</tr>
<tr>
<td>S₁₆</td>
<td>5.693</td>
<td>0.002</td>
<td>1.82</td>
<td>1.51</td>
<td>0.07</td>
<td>nπ(G2)−π*(G2)/nπ(C1)−π*(C1)</td>
</tr>
<tr>
<td>S₁₇</td>
<td>5.784</td>
<td>0.002</td>
<td>3.44</td>
<td>1.15</td>
<td>0.89</td>
<td>nπ(G4)−π*(C3)</td>
</tr>
<tr>
<td>S₁₈</td>
<td>5.824</td>
<td>0.423</td>
<td>1.10</td>
<td>1.19</td>
<td>0.08</td>
<td>nπ(C1)−π*(C1)</td>
</tr>
<tr>
<td>S₁₉</td>
<td>5.921</td>
<td>0.073</td>
<td>1.06</td>
<td>1.10</td>
<td>0.08</td>
<td>nπ(C1)−π*(C1)</td>
</tr>
<tr>
<td>S₂₀</td>
<td>6.025</td>
<td>0.327</td>
<td>3.00</td>
<td>1.23</td>
<td>0.13</td>
<td>nπ(C3)−π*(C3)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ADC(2)/SV excitation energy of the corresponding state in the isolated tetramer of the same geometry.  <sup>b</sup>QMM/MM excitation energy of the corresponding state at the ADC(2)/SVP level.  <sup>c</sup>Only an approximate assignment was possible.
more realistic. The hypothesis of rather localized states is also in agreement with the observation that excited-state lifetimes are nearly independent of the helix conformation and the base-pairing motif in $d(GC)_n/d(GC)_p$. Evidence for subpicosecond energy transfer, which has been obtained from fluorescence anisotropy studies, was seen as an indication for strongly delocalized states. However, the strong coupling between the electronic-state energies and intramolecular motions (as seen in Figure 5) indicates that energy transfer is not a purely electronic process but strongly correlated to intramolecular vibrations, which operate on just that ultrafast time scale.

The computation of charge transfer states is a challenge with any computational strategy. Particular problems are the failure of standard TDDFT functionals and the necessity for a high level description of environmental polarization, cf. ref 29. An initial TDDFT study of poly dA placed charge transfer states well below the localized and Frenkel excitonic states. However, this behavior was later attributed to the insufficiency of PBE0 in describing charge transfer states, and subsequent TDDFT, complete active space perturbation-theory to second-order (CASPT2) and RI-CC2 studies found charge transfer states at about the same energy as the lowest ππ* transitions or somewhat higher, in accordance with our current investigations. It is interesting to note that the relative position of the charge transfer states is found to be quite independent of the model used in our calculations (vacuum or QM/MM, dimer or tetramer). Thus, Coulomb effects of the DNA environment and in particular the extra degree of dynamic polarizability, present through the additional bases in the tetramer, does not significantly alter the energy of the charge transfer states. Moreover, our above results suggest that differential basis set effects should only have a small impact on CT states (0.1 eV). To estimate the magnitude of stabilization of the CT states due to electronic polarization not explicitly included in our force field, one could consider results reported from calculations using a polarizable continuum model (PCM). In linear-response PCM calculations for water and other solvents only small red shifts (0.1–0.2 eV) were obtained. A somewhat larger value was reported when the state-specific PCM was used in aqueous solution, where an additional stabilization energy of 0.5 eV, resulting from the state-specific solvation, was computed. However, for partially charge separated states as they occur in the present investigations (cf. Figures 4 and 9) and considering the fact that the dielectric constant of water is certainly an upper limit for the local dielectric constant in DNA, the actual shift may well be smaller even though a conclusive answer is still to be found. Whereas charge transfer states thus appear to be located at higher energies in the Franck–Condon region, they may well be stabilized in the dynamical processes after photoexcitation, e.g., through interbase motions or solvent reorganization. The strong mixing between Frenkel and CT states, which can be deduced from the fact that there is a wide range of such mixed states (0.1 < CT < 0.9 in Figure 4 and Figure 9), could provide a direct route from the bright states into trapped charge transfer states by dynamical charge separation, see also refs. 21, 28, 68–70.

4. CONCLUSIONS

Extended atomistic simulations of the UV absorption spectrum of (dAdT)$_n$(dAdT)$_p$ and (dGdC)$_n$(dGdC)$_p$ alternating duplexes, respectively, have been performed using a QM/MM scheme with an extended QM part including four stacked nucleobases in the central region of the duplex. As the quantum chemical method the RI-ADC(2) method has been chosen, which is free of artifacts concerning charge transfer states and is supposed to provide, within the possibilities of computational methods available for the relatively large molecular systems encountered here, a balanced description of these states in comparison to locally excited and delocalized excitonic states.

On the basis of these calculations our main conclusions about the properties of the absorbing states in alternating duplexes are

- In the majority of the cases, the excited states are localized on either one or two nucleobases. The computed distribution of delocalized states is peaking at the absorption maximum.
- In the Franck–Condon region, i.e., the configurational space immediately accessed after UV absorption, charge transfer states are located in the higher energy range of the spectrum somewhat above the major portion of the energy distribution of the bright states.
- There is a significant coupling between locally excited and charge separated states, yielding a large number of states of partial CT character. This could provide a route to dynamical charge separation and excimer formation.
- Spectral broadening leading to one broad peak is largely caused by intramolecular vibrations. In other words, there is a strong electron–phonon coupling between intramolecular vibrations and excited-state energies. This suggests that even the first ultrafast processes are coupled to nuclear vibrations and no purely electronic dynamics is present.
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