Numerical methods for the stray-field calculation: A comparison of recently developed algorithms
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1. Introduction

Micromagnetic simulations nowadays are highly important for the investigation of ferromagnetic materials which are used in storage systems and electric motors and generators. In these simulations the magnetic state of the ferromagnet is represented by a classical magnetization vector field.

The computation of the non-local magnetostatic interactions is the most time-consuming part of micromagnetic simulations. Naive implementation of the superposition-based integral operators (5) or solvers for the underlying differential equation (Poisson equation (3)) yield computational costs proportional to the square of the number of grid points, i.e. $O(N^2)$. Several methods have been introduced in the literature in order to reduce these costs.

The magnetic scalar potential can be computed by solving the Poisson equation. The solution of the Poisson equation with the finite-element method (FEM) has a complexity of $O(N)$ if boundary conditions are given at the boundary of the sample and a multigrid preconditioner is used [1]. However, the stray-field problem has open boundary conditions, where the potential is known at infinity. Two possible solutions for the open boundary problem are the coupling of the boundary element method (BEM) with the finite-element method [2] and the application of a shell transformation [3]. BEM gives an additional complexity of $O(M^2)$ where $M$ is the number of boundary nodes. This complexity can be reduced to $O(M \log M)$ by application of the $\mathcal{H}$-matrix approximation for the dense and unstructured boundary element matrices [4–6]. The storage requirements and computational complexity of the FEM with shell transformation will be described in the forthcoming text.

Another class of methods rely on the evaluation of volume and/or surface integrals for the direct computation of the magnetostatic potential or the field, e.g. fast multipole methods [7,8], nonuniform grid methods [9] and fast Fourier transform (FFT) methods [10,11], scaling from $O(N)$ to $O(N \log N)$. The more recent tensor-grid method (TG), which also belongs to this class scales even better under certain assumptions.

In this paper we compare recently developed algorithms, namely the FFT-based methods for the computation of the field via the scalar potential (SP) and directly (DM) [10,11], a recently developed approach from numerical tensor-structured methods (TG) [14], and the finite-element method with shell transformation (FES), which is a FEM method that does not rely on BEM approaches and thus only introduces sparse matrices.
2. Stray-field problem

Consider a magnetization configuration \( \mathbf{M} \) that is defined on a finite region \( \Omega = \{ \mathbf{r} : \mathbf{M}(\mathbf{r}) \neq 0 \} \). In order to perform minimization of the full micromagnetic energy functional or solve the Landau–Lifshitz–Gilbert (LLG) equation it is necessary to compute the stray field within the finite region \( \Omega \). The stray-field energy is given by

\[
e_{d} = -\frac{1}{2} \int_{\Omega} \mathbf{M} \cdot \mathbf{H} \, d^3 \mathbf{r}.
\]

The Landau–Lifshitz–Gilbert equation reads

\[
\mathbf{M}_t = -\frac{\gamma}{1 + \chi^2} \mathbf{M} \times \mathbf{H}_{\text{eff}} + \frac{\chi^2}{M_s (1 + \chi^2)} \mathbf{M} \times (\mathbf{M} \times \mathbf{H}_{\text{eff}}),
\]

where \( \chi \) is the Gilbert damping constant and \( \mathbf{H}_{\text{eff}} \) is the effective field given by the variational derivative of the energy w.r.t. the magnetization [15,16]. In both cases the stray field is only required to be known within \( \Omega \). The stray field \( \mathbf{H} \) has a scalar potential \( \phi \), which is the solution of a Poisson equation [17]

\[
\mathbf{H} = -\nabla \phi,
\]

\[
\Delta \phi = \nabla \cdot \mathbf{M}.
\]

The stray field \( \mathbf{H} \) and thus also the scalar potential \( \phi \) are required to vanish at infinity. This boundary condition is often referred to as open boundary condition [18].

3. Methods

3.1. FFT Methods (SP and DM)

One way to reduce the computational complexity is to employ the fast Fourier transform (FFT). FFT methods solve an integral solution of the Poisson equation by applying the convolution theorem. The solution to the Poisson equation (3) is given by the integral, see [17],

\[
\phi(\mathbf{r}) = -\frac{1}{4\pi} \int_{\Omega} \frac{\nabla \cdot \mathbf{M}(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} \, d^3 \mathbf{r}' + \frac{1}{4\pi} \int_{\partial \Omega} \frac{\mathbf{n} \cdot \mathbf{M}(\mathbf{r}')}{|\mathbf{r} - \mathbf{r}'|} \, d\mathbf{A}',
\]

which directly fulfills the required open boundary condition. Performing integration by parts yields

\[
\phi(\mathbf{r}) = \frac{1}{4\pi} \int_{\Omega} \mathbf{M}(\mathbf{r}') \cdot \frac{1}{|\mathbf{r} - \mathbf{r}'|} \, d^3 \mathbf{r}'
\]

\[
\phi(\mathbf{r}) = \mathbf{S}(\mathbf{r} - \mathbf{r}') \cdot \mathbf{M}(\mathbf{r}')
\]

By employing the convolution theorem

\[
\phi = \mathbf{S} \cdot \mathbf{M} = \mathcal{F}^{-1}(\mathcal{F}(\mathbf{S}) \cdot \mathcal{F}(\mathbf{M}))
\]

this convolution can be discretized and solved with the fast Fourier transform. A prerequisite for this procedure is the usage of an equidistant grid, which is required for a discrete convolution. The stray field

\[
\mathbf{H}(\mathbf{r}) = -\nabla \phi(\mathbf{r}),
\]

can be obtained by applying finite differences. This method is referred to as the scalar-potential method (SP) in the following. It is described in detail in [10].

It is also possible to compute the stray field \( \mathbf{H} \) directly as a result of a matrix–vector convolution.

\[
\mathcal{M}(\mathbf{r}) \in \mathbb{R}^{N_t \times N_x N_y}, \quad p = 1 \ldots 3
\]

where \( N_t, N_x, N_y \) are the number of cells in the principal directions. Thus it is possible to use low-rank representation for the magnetization like Canonical/Parallel Factors Decomposition (CP) or Tucker formats, see Appendix A or [22]. We obtain the potential on the center points of the computational cells, as the discrete

Here \( \mathbf{N} \) denotes the demagnetization tensor. Similar to (8) the convolution can be solved as an element-wise matrix–vector multiplication in Fourier space. This method is referred to as the demagnetization-tensor method (DM) in the following and is implemented by different finite-difference codes [19,20,12]. For the numerical experiments we use MicroMagnum [12] which implements both the SP and the DM method.

3.2. Tensor grid methods (TG)

Tensor grid methods (TG) for micromagnetic stray-field computation were recently introduced in [14,21]. They were developed for the purpose of handling so called low-rank tensor or compressed tensor magnetization, see [22] for a survey, in order to accelerate the computations and relieve storage requirements, see [14]. In the following we give a brief introduction into the ideas behind this method, also see [14] for a detailed description.

3.2.1. Analytical preparations

The computation of the stray field within the magnetic body is based on the explicit integral formula for the scalar potential (6). The main idea is the usage of a representation for the integral kernel in (6) as an integral of a Gaussian function by the formula

\[
\frac{1}{|\mathbf{r} - \mathbf{r}'|} = \frac{2}{\sqrt{\pi}} \int_{\mathbb{R}} e^{-\mathbf{u}^2 \mathbf{r}^2} \, d\mathbf{u},
\]

which leads from (6) to

\[
\phi(\mathbf{r}) = \frac{1}{2\pi^{3/2}} \int_{\mathbb{R}} e^{\frac{1}{2} \mathbf{u}^2 \mathbf{r}^2} \mathbf{M}(\mathbf{r}') \cdot (\mathbf{r} - \mathbf{r}') \, d^3 \mathbf{r}'.
\]

Eq. (13) reduces the computation to independent spatial integrals along each principal direction (the part of the \( \Omega \) integral without the magnetization is now a product of independent 1D integrals). This analytical preparation directly results in a reduction of the computational effort from \( O(N^3) \) to \( O(N^{3/2}) \) if discretized on a tensor-product grid before even using compressed/low-rank tensor formats for the discretized magnetization components. A similar method was introduced for the computation of the electrostatic scalar potential [24].

The additional \( \tau \)-integration is carried out by the exponentially convergent Sinc quadrature [25], the spatial integrals are computed by Gauss–Legendre quadrature, both resulting in a numerical error of about the machine epsilon.

3.2.2. Discretization on a tensor-product grid

The magnetic body \( \Omega \) is discretized on a tensor-product grid arising from the tensor outer product of three vectors \( \mathbf{r}_p \in \mathbb{R}^{N_1} \), \( p = 1 \ldots 3 \) related to the grid spacings along each axis (see Fig. 1). This results in a not necessarily uniform Cartesian grid but in contrast to methods like DM/SP described before, tensor-grid methods make use of the tensor-product interpretation of such grids.

The magnetization on the center points of the cells is given as a 3-tensor [22] for each component, i.e.

\[
\mathcal{M}(\mathbf{r}) \in \mathbb{R}^{N_t \times N_x N_y N_z}, \quad p = 1 \ldots 3
\]

This problem is also possible to use low-rank representation for the magnetization like Canonical/Parallel Factors Decomposition (CP) or Tucker formats, see Appendix A or [22]. We obtain the potential on the center points of the computational cells, as the discrete
analogue of (13), by a so-called block-CP tensor [14]
\[
R^{N_{1} \times N_{2} \times N_{3}} \ni \phi = \frac{1}{2\pi^{2}} \sum_{\rho = 1}^{3} \sum_{l}^{R} \omega_{l} \sinh(\tau_{l}) \mathcal{M}^{(p)}_{l} \times_{1} D_{l}^{(p)} \times_{2} D_{l}^{(p)} \times_{3} D_{l}^{(p)},
\]
Here \((\tau_{l}, \omega_{l})\) are the nodes and weights arising from the Sinc-quadrature of the integral kernel (12) with \(R\) terms, chosen as in [14], where \(R = 50\) turned out to give sufficient accuracy for grids up to \(8 \times 10^{6}\) nodes. The Gaussian matrices \(D_{l}^{(p)} \in R^{N_{1} \times N_{l}}\) come from
\[
d_{l}^{(p)} = \int_{\Omega_{l}} g(x_{l}^{(p)}, x', \tau_{l}) \, dx',
\]
\[
D_{l}^{(p)} = (d_{l}^{(p)})_{l}.
\]
(16)
(17)
where \(\Omega_{l}\) denotes the \(j\)-th interval on the (partitioned) \(q\)-th axis with length \(h_{l}q\) and \(x_{l}^{(p)}\) is the midpoint of the \(i\)-th interval on the \(q\)-th axis. The Gaussian integrands are given by
\[
g^{(p)}(x, \tau, \xi) = \begin{cases} 
\exp(-\sinh(\tau)^{2}(x-\xi)^{2}) & q \neq p, \\
(x-\xi) \exp(-\sinh(\xi)^{2}(x-\xi)^{2}) & q = p,
\end{cases}
\]
(18)
and are approximated using Gauss–Legendre quadrature, as mentioned above. The field within \(\Omega\) is derived from (9) by finite-difference operators of second order.

### 3.2.3. Low-rank magnetization

Eq. (15) allows the treatment of specially structured magnetization tensors, like CP or Tucker tensors [22] that have a reduced number of degrees of freedom, see Table 1, and accelerates the computation up to sub-linear effort (below the volume size \(N^{3}\), see Table 2. As a consequence TG methods using low-rank magnetization allow larger models with finer discretization density than conventional methods.

We now show by means of numerical experiments that typical single domain states [26] have highly accurate low-rank representations. Fig. 2 shows the approximation properties of a flower and a vortex state as described in Section 5 via the CP format and the Tucker format using an alternating least squares algorithm (ALS) [22] for the approximations. The plots a and b are computed independently from random initial guesses used in the ALS algorithm. We set the parameters in (30) as \(a = c = 0.5, b = 1\) and in (31) as \(r_{1} = 1/2\).

Fig. 2(a) shows the dependence of the relative error (19) w.r.t. the rank for fixed discretization density, where Fig. 2(b) indicates the dependence w.r.t. the discretization density \(N\) for fixed rank.

The relative errors are measured in the Frobenius norm, i.e.
\[
\text{re} = \left( \frac{\sum_{p = x,y,z} \|\mathcal{M}^{(p)}_{\text{dense}} - \mathcal{M}^{(p)}_{\text{low-rank}}\|_{F}^{2}}{\|\mathcal{M}^{(p)}_{\text{dense}}\|_{F}^{2}} \right)^{1/2}.
\]
(19)
The Tucker format generally leads to a better approximation, where Fig. 2(b) essentially shows no loss of accuracy while increasing the mesh density.

We next perform energy minimization for the parameterized vortex to gain results on the separation rank in a more realistic situation. For this purpose we augment the micromagnetic energy with a Lagrange multiplier and penalty term for the micromagnetic constraint \((\mathbf{m} = 1\text{ a.e.}, \text{ where } \mathbf{M} = \mathbf{M}_{cr})\) and update the multipliers with a first order rule while increasing the penalty parameter. Each subproblem is therefore unconstrained and we can address it by a limited memory BFGS quasi-Newton method, i.e.

For given multipliers-vector \(\lambda \in R^{N}\), penalty parameter \(\mu > 0\) and constraint violation \(c(m_{x}, m_{y}, m_{z}) = m_{x}^{2} + m_{y}^{2} + m_{z}^{2} - 1 \in R^{N}\) the corresponding subproblem reads
\[
\min_{m_{x}, m_{y}, m_{z}} \epsilon_{\text{tot}}(m_{x}, m_{y}, m_{z}) + \lambda^{T}(c(m_{x}, m_{y}, m_{z}) + \mu / 2 \|c(m_{x}, m_{y}, m_{z})\|^{2}).
\]
(20)
where \((m_{x}^{2}, m_{y}^{2}, m_{z}^{2})^{T} \in R^{3N}\) denotes the discretized magnetization cosines. The multipliers are updated according to the rule
\[
\lambda_{\text{new}} = \lambda_{\text{old}} + \mu c(m_{x}, m_{y}, m_{z}).
\]
(21)
which follows by requiring the first memory Karush–Kuhn–Tucker (KKT) optimality conditions. The method described above is known as augmented Lagrangian method or method of multipliers [27]. We relax the magnetization for zero external field and differing length \(L\) of the cube and two different constants for the anisotropy energy \((Q = 0.1 \text{ (soft) and } Q = 2 \text{ (hard) in reduced units, see [26]})\). The approximation rank is then calculated by ALS algorithms for a given accuracy, both for CP and for Tucker tensors. The results in Fig. 3 show again lower ranks for the Tucker case and better compression factors. Moreover it can be observed that for increasing length of the cube the ranks grow. This is reasonable parctically in view of the fact that above the single domain limit more complex structures appear. The results for soft and hard material only differ slightly.

### 3.3. FEM Methods (FES)

Within the finite-element framework the Poisson equation (3) is solved by the weak formulation
\[
\int_{\Omega} \nabla \phi \cdot \nabla \psi \, d^{3}x = \int_{\Omega} \mathbf{M} : \nabla \psi \, d^{3}x \quad \forall \, \psi, \phi \in V
\]
(22)
Table 2
Computational complexity w.r.t. number of computational cells/degrees of freedom N. In TG methods r denotes the tensor product rank, where we assume the same rank for each magnetization (and mode in case of Tucker tensors) for sake of simplicity. Every column depends on its left neighbor, e.g. the calculation of the field requires the previous calculation of the potential etc.

<table>
<thead>
<tr>
<th>Method</th>
<th>Setup</th>
<th>Potential</th>
<th>Field</th>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>DM</td>
<td>$O(N \log N)$</td>
<td>$O(N \log N)$</td>
<td>$O(N \log N)$</td>
<td>$O(N)$</td>
</tr>
<tr>
<td>SP</td>
<td>$O(N \log N)$</td>
<td>$O(N \log N)$</td>
<td>$O(N \log N)$</td>
<td>$O(N)$</td>
</tr>
<tr>
<td>TG (dense)</td>
<td>$O(R \sum_{j=1}^3 N_j)$</td>
<td>$O(R \sum_{j=1}^3 N_j)$</td>
<td>$O(R \sum_{j=1}^3 N_j)$</td>
<td>$O(R)$</td>
</tr>
<tr>
<td>CG (Tucker)</td>
<td>$O(R \sum_{j=1}^3 N_j + \sum_{j=1}^3 N_j R_j^2)$</td>
<td>$O(R \sum_{j=1}^3 N_j + \sum_{j=1}^3 N_j R_j^2)$</td>
<td>$O(R \sum_{j=1}^3 N_j + \sum_{j=1}^3 N_j R_j^2)$</td>
<td>$O(N \log N)$</td>
</tr>
<tr>
<td>CG (CP)</td>
<td>$O(R \sum_{j=1}^3 N_j)$</td>
<td>$O(R \sum_{j=1}^3 N_j)$</td>
<td>$O(R \sum_{j=1}^3 N_j)$</td>
<td>$O(N \log N) \cdot N_p R$</td>
</tr>
<tr>
<td>FES</td>
<td>$O(N)$</td>
<td>$O(N \log N) \cdot \alpha \leq 1$</td>
<td>$O(N)$</td>
<td>$O(N)$</td>
</tr>
</tbody>
</table>

Fig. 2. Low-rank approximation of flower and vortex state via Tucker and CP decomposition. (a) Relative error w.r.t. approximation rank r. $N = 1 \times 10^6$. (b) Relative error w.r.t. discretization density N. Rank $r = 5$.

Fig. 3. Minimal tensor product and Tucker rank for the representation of a relaxed magnetic cube for a given tolerance (vortex-configuration (31) as the initial state). The anisotropy $Q$ and the side length $L$ of the cube are varied. The labels of the measure points give the storage in percent compared to full magnetization (100%). (a) Minimal rank for a tolerance of $1 \times 10^{-3}$, (b) minimal rank for a tolerance of $5 \times 10^{-4}$.

where Dirichlet boundary conditions are embedded in the trial function space $V$, i.e. the function space of the solution $\phi$. In the case of the stray-field problem the boundary conditions at the sample boundary $\partial \Omega$ are unknown. They are defined as zero at infinity. The treatment of these open boundary conditions is a main difficulty for finite-element stray-field calculations.

We present the results for a transformation technique. The sample is surrounded by a finite shell which is also meshed. A bijective transformation from the finite shell to the complete sample is surrounded by a finite shell which is also meshed. A bijective transformation from the finite shell to the complete sample is applied by introducing a metric tensor to distorted such that they are able to model the natural decay of the distortion of the test and trial functions in the transformed area. In order to get a good result, the test and trial functions must be chosen such that they are able to model the natural decay of the magnetic potential. This obviously also depends on the choice of test and trial functions. From (6) it is seen that the potential decays with $1/r^2$. We choose our test and trial function $\phi_h, \psi_h \in V_h$ to be continuous and piecewise third-order polynomial ($P_3$)

$$V_h = \{v_h \in H^1(\Omega) : v_h|_{T} \in P_3(T) \forall T \in T_h\}$$

where $H^1$ is a Sobolev space and $T_h$ is a tetrahedron tesselation (see Fig. 4b). The transformation per shell patch is carried out in a radial sense as sketched in Fig. 5. The scalar transformation is given by

$$X = R \frac{R_2 - R_1}{R_2 - |X|}$$

These conditions still leave some space for the choice of transformation. The most important aspect of this method is the distortion of the test and trial functions in the transformed area. In order to get a good result, the test and trial functions must be distorted such that they are able to model the natural decay of the magnetic potential. This obviously also depends on the choice of test and trial functions. From (6) it is seen that the potential decays with $1/r^2$. We choose our test and trial function $\phi_h, \psi_h \in V_h$ to be continuous and piecewise third-order polynomial ($P_3$)

$$V_h = \{v_h \in H^1(\Omega) : v_h|_{T} \in P_3(T) \forall T \in T_h\}$$

where $H^1$ is a Sobolev space and $T_h$ is a tetrahedron tesselation (see Fig. 4b). The transformation per shell patch is carried out in a radial sense as sketched in Fig. 5. The scalar transformation is given by

$$X = R \frac{R_2 - R_1}{R_2 - |X|}$$
4. Storage requirements and computational complexity

The costs of the different methods are compared in terms of storage requirements and computational complexity. Tables 1 and 2 show the results. We choose \( N \) to be the number of computational cells in the case of DM, SP and TG methods. In the case of finite-element methods (FES) \( N \) refers to the number of degrees of freedom.

Besides the memory needed for the storage of the magnetization configuration and the stray field, all methods require a certain amount of extra storage for auxiliary constants. In case of the DM and SP methods this includes the convolution kernels, TG needs the one dimensional Gaussian matrices, and finite-element methods (FES) require the stiffness matrix as an auxiliary constant. These constants depend on the geometry and discretization only. This means that the computation of auxiliary constants has to be done only once for different magnetization configurations. Thus their complexity is almost irrelevant in the context of LLG computations and energy minimization.

The storage requirements for these constants as well as the computational complexity of their calculation are summarized in the context of LLG computations and energy minimization. The storage requirements for these constants has to be done only once for different magnetization configurations. Thus their complexity is almost irrelevant in the context of LLG computations and energy minimization. The storage requirements for these constants as well as the computational complexity of their calculation are summarized in the scratch space column and the setup column respectively.

Storage requirements for TG methods depend on the rank \( r \) used for the low-rank tensor representation of the magnetization components. Often the rank is much smaller than \( N^{1/3} \), the discretization size in one spatial dimension. This makes the storage requirements for the magnetization, potential and field proportional to \( r^{N^{1/3}} \). For the setup the \( (N^{1/3} \times N^{1/3}) \) Gaussian matrices need to be computed and stored, thereby \( R \) in Tables 1 and 2 denotes the number of Sinc-quadrature nodes. The computational effort in TG methods also depends on the tensor format used for the representation of the magnetization, see Table 2. If the magnetization has a low-rank representation, TG methods usually reduce this complexity below the number of computational cells (sub-linear), making this methods the fastest available nowadays.

However, the constant in the operation count of methods using a Cartesian grid depends on the relative sizes of \( N_1, N_2 \) and \( N_3 \). In particular, for a thin film \( N_1 \) and \( N_2 \) will be closer to \( N^{1/2} \) than \( N^{1/3} \), e.g. in this case the costs for the dense TG method is rather \( O(N^{3/2}) \) than \( O(N^{4/3}) \).

The storage requirements for the other three methods are proportional to \( N \), which is a result of the dense representation of the magnetization, see Table 1. For both the DM and the SP method an acyclic convolution needs to be computed. Thus the inputs of the Fourier transform in (8) have to be zero-padded in each spatial dimension [29]. Since the demagnetization tensor \( N \) is a symmetric \( 3 \times 3 \) matrix in each point the storage requirement amounts to \( 6 \cdot 2^3 N = 48N \). However all components of the tensor field are functions with even or odd properties in all spatial dimensions. These symmetries carry over to Fourier space and lead to noncomplex frequencies, which reduces the storage requirement to \( 6N \). Additional storage is also required for the zero-padded magnetization. In a straightforward implementation this amounts to \( 3 \cdot 2^3 N = 24N \). The same value holds in Fourier space, since the real valued magnetization is complex in Fourier space, but is conjugate-symmetric with respect to one axis. By interleaving the FFT, the multiplication and the inverse FFT in (8) as described in [30], the amount of storage can be reduced, but...
this technique is not considered here. The same considerations apply to the SP method, which leads to a scratch storage requirement of 30N for the DM method and 27N for the SP method.

A well-known result is the $N \log N$ complexity of the convolution in FFT methods (DM/SP), likewise this is the asymptotic operation count for those methods, Table 2. In the FES method sparse linear systems have to be solved for the computation of the scalar potential. We used a conjugate gradient solver (CG) with an algebraic multigrid preconditioner (AMG) and measured the complexity w.r.t. $N$ (DoF) experimentally, finding a linear dependence on the system size (with a small logarithmic scaling factor).

5. Numerical experiments

5.1. Homogeneously magnetized cube

As a first benchmark we take a homogeneously magnetized unit cube and compute the magnetostatic energy for varying grid-size $N$, where the exact value is $e_N = 1/6 \| \mu_0 M^2 \|$. Table 3 shows for each of the described methods the relative errors in the energy w.r.t. the exact value and the relative error in the field computed by (28), as well as the angular deviation (error in the field-angle) to a reference field. This reference field is computed with the DM method with quadruple precision in every spatial dimension and then averaged on the $40 \times 40 \times 40$ Cartesian grid. For the comparison the same grid is used for the DM, SP and TG methods. The results of the IFE method are interpolated on the Cartesian grid with a simple oversampling method. We take the relative $l_2$-error as a measurement for the field-error, i.e.

$$re\text{llerr} = \left( \frac{1}{N} \sum_{p=x,y,z} |H^{(p)}_{\text{demag}} - H^{(p)}_{\text{method}}|^2 \right)^{1/2}. \quad (28)$$

The errors in the field-angle in Table 3 mostly occur at the edges of the cube. We further mention that for full micromagnetic simulations the system evolution depends not on the field directly but rather on the torque, i.e. $M \times H$. It is easily seen that for the normalized magnetization $m$ there holds pointwise

$$\| m \times H - m \times H_{\text{exact}} \| \leq \| H - H_{\text{exact}} \|. \quad (29)$$

Therefore the field errors given below are upper bounds for the torque error.

Fig. 8(a) shows magnetostatic energy calculations for different spatial discretizations. The DM method is almost exact and does not depend on spatial discretization. The reason is that the discretized demagnetization tensor is computed assuming homogeneously magnetized computational cells. Also the resulting stray field is analytically averaged per cell. Since the energy calculation is bilinear in the magnetization $M$ and the stray field $H$, the error is a pure rounding error.

The FES method is the slowest converging method for this problem. A possible reason is the large external stray field of this setup. The numerical integration of the diverging metric tensor $g$ leads to an underestimation of the external space and consequently to an underestimation of the magnetic potential in the sample. Thus the FES method is particularly sensitive to setups with large external stray fields.

SP and TG methods are also based on the computation of the scalar potential, whereby the field is obtained by finite differences. In [14] it is shown that the TG method essentially computes the scalar potential exactly for piecewise constant magnetization. The error in the energy in both methods (SP and TG) is mostly caused by numerical approximation of the gradient in the field computation, whereas TG shows the better approximation properties for this problem. In addition to it, TG uses an exact rank–1 representation for the uniform magnetization which makes the computation sub-linear (namely $O(N^{2/3})$) with small scaling factor and allows computations for dozens of millions cells without any problems related to storage and computational cost.

5.2. Flower and vortex state in a cube

We do the same comparison as in Section 5.1 for the flower state, see (30) and Fig. 6(b), and Table 4 for the results. The main magnetization direction is taken to be along the $z$-axis, and the flower is obtained through an in-plane perturbation along the $y$-axis and an out-of-plane perturbation along the $x$-axis. Assuming polynomial expressions for the perturbations, as in [31], our flower is the normalized version of

$$m_x(r) = \frac{1}{a} xz,$$

$$m_y(r) = \frac{1}{c} yz + \frac{1}{b^3} y^3 x^3,$$

$$m_z(r) = 1,$$

(30)

Fig. 6. Magnetization configurations in a $1 \times 1 \times 1$ cube used for numerical experiments. The magnetization is normalized, its direction is color coded. (a) Homogeneous magnetization. (b) Flower state. (c) Vortex state.
where the center of the cube is located at \((0,0,0)\). We choose \(a = c = 1\) and \(b = 2\) (Fig. 7).

The results are similar to those of the homogeneously magnetized sample. In contrast the results of the DM method are not exact in this case, but Fig. 8(b) shows that the DM method converges faster than all other methods. Fig. 9 shows a log-log plot of the average cell size \(h\) against the error of the energy calculation and a table with the associated convergence rates. As reference for the error calculation the energy was computed on a \(160 \times 160 \times 160\) grid with the DM method. All methods show approximately a quadratic convergence in the cell size.

The next comparison is for a vortex state in a unit cube, see Fig. 6(c), described by the model in [32], i.e.

\[
m_x(r) = -\frac{y}{r} \left(1 - \exp\left(-4 \frac{r^2}{r_c^2}\right)\right)^{1/2},
\]

\[
m_y(r) = \frac{x}{r} \left(1 - \exp\left(-4 \frac{r^2}{r_c^2}\right)\right)^{1/2},
\]

\[
m_z(r) = \exp\left(-2 \frac{r^2}{r_c^2}\right),
\]

where \(r = \sqrt{x^2 + y^2}\), and we choose the radius of the vortex core as \(r_c = 0.14\). The vortex center coincides with the center of the cube, and the magnetization is assumed to be rotationally symmetric around the \(x/y\)-axis and translationally invariant along the \(z\)-axis. The results can be found in Table 5.

The most notable difference to the previous tests is the large field error in the FES method. It shows that the error occurs in the center of the vortex, where the gradient of the magnetization peaks. A possible solution for this problem would be an adaptive meshing, which is currently not implemented in our FES code.
5.3. Thin film

We first take a homogeneously magnetized $1 \times 1 \times 1$ cube, where $h = 1/N^{1/3}$ and the error is computed against an asymptotic solution of the DM method.

Table 6 shows the results for the vortex state (out of plane) in the same thin film geometry.

The results for methods that do not rely on spatial discretization outside the sample perform equally well on this geometry. FES, instead, shows a deterioration of performance due to the worse ratio of shell and sample elements while leaving the number of DoF unchanged.

5.4. Sphere

As the last test a homogeneously magnetized sphere with radius $R=0.5$ is simulated. The spatial discretization in case of cuboid grids is done by setting the magnetization $M = (0,0,M_z)$ in cells whose center lies within the sphere. This leads to staircase artifacts as shown in Fig. 10(a). For the FES method the sphere is discretized such that the volume of the discretized sphere matches the analytical volume. The magnetostatic energy for different spatial discretizations is displayed in Fig. 8(d). The FES method shows the fastest convergence, which is obviously a consequence of the better approximation of the curved surface, see Fig. 10(b). Also the field computation benefits from this better approximation, see Fig. 10(c) and (d).

Work was done on the treatment of curved surfaces within Cartesian grid methods [33]. Still the use of irregular grids is a more natural way of describing curved surfaces and is thus preferable.

6. Conclusion

We investigated several test magnetization configurations with different methods for the stray-field computation and

---

**Table 5**

Errors for the vortex state in a unit cube: Relative error of the energy, relative error of the field/field-angle (w.r.t. $320^\circ$ calculations with the DM method).

<table>
<thead>
<tr>
<th>Method</th>
<th>$N$</th>
<th>$e$</th>
<th>relerr h</th>
<th>av. relerr h [deg.]</th>
<th>max. err h [deg.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DM</td>
<td>$40 \times 40 \times 40$</td>
<td>$2.189e-02$</td>
<td>$9.2e-04$</td>
<td>$2.9e-04$</td>
<td>$1.1e+01$</td>
</tr>
<tr>
<td>SP</td>
<td>$40 \times 40 \times 40$</td>
<td>$2.163e-02$</td>
<td>$2.3e-03$</td>
<td>$2.1e-05$</td>
<td>$3.4e+00$</td>
</tr>
<tr>
<td>TG (Tucker, $r=10$)</td>
<td>$40 \times 40 \times 40$</td>
<td>$2.193e-02$</td>
<td>$3.9e-03$</td>
<td>$1.5e-05$</td>
<td>$4.2e+00$</td>
</tr>
<tr>
<td>FES</td>
<td>$7.2e+04$</td>
<td>$2.160e-02$</td>
<td>$2.1e-02$</td>
<td>$6.1e-02$</td>
<td>$1.8e+02$</td>
</tr>
</tbody>
</table>

**Table 6**

Errors for the homogeneously magnetized $1 \times 1 \times 0.1$ thin film: relative error of the energy, relative error of the field/field-angle (w.r.t. $320^\circ$ calculations with the DM method).

<table>
<thead>
<tr>
<th>Method</th>
<th>$N$</th>
<th>$e$</th>
<th>relerr h</th>
<th>av. relerr h [deg.]</th>
<th>max. err h [deg.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DM</td>
<td>$80 \times 80 \times 8$</td>
<td>$4.025e-02$</td>
<td>$1.7e-03$</td>
<td>$2.6e-05$</td>
<td>$4.5e+00$</td>
</tr>
<tr>
<td>SP</td>
<td>$80 \times 80 \times 8$</td>
<td>$4.021e-02$</td>
<td>$3.7e-03$</td>
<td>$6.4e-06$</td>
<td>$2.1e+00$</td>
</tr>
<tr>
<td>TG (CP, $r=1$)</td>
<td>$80 \times 80 \times 8$</td>
<td>$4.025e-02$</td>
<td>$5.5e-03$</td>
<td>$1.9e-05$</td>
<td>$5.0e+00$</td>
</tr>
<tr>
<td>FES</td>
<td>$4.9e+04$</td>
<td>$3.983e-02$</td>
<td>$5.5e-03$</td>
<td>$6.6e-04$</td>
<td>$2.1e+01$</td>
</tr>
</tbody>
</table>

**Table 7**

Errors for the vortex state in a $1 \times 1 \times 0.1$ thin film: Relative error of the energy, relative error of the field/field-angle (w.r.t. $320^\circ$ calculations with the DM method).

<table>
<thead>
<tr>
<th>Method</th>
<th>$N$</th>
<th>$e$</th>
<th>relerr h</th>
<th>av. relerr h [deg.]</th>
<th>max. err h [deg.]</th>
</tr>
</thead>
<tbody>
<tr>
<td>DM</td>
<td>$80 \times 80 \times 8$</td>
<td>$1.569e-03$</td>
<td>$2.3e-04$</td>
<td>$2.8e-06$</td>
<td>$6.8e+01$</td>
</tr>
<tr>
<td>SP</td>
<td>$80 \times 80 \times 8$</td>
<td>$1.555e-03$</td>
<td>$3.0e-03$</td>
<td>$1.8e-05$</td>
<td>$4.0e+00$</td>
</tr>
<tr>
<td>TG (Tucker $r=8$)</td>
<td>$80 \times 80 \times 8$</td>
<td>$1.569e-03$</td>
<td>$6.1e-03$</td>
<td>$6.6e-04$</td>
<td>$2.1e+01$</td>
</tr>
</tbody>
</table>
compared the results. There is no clear winner in this comparison of numerical methods for the stray-field calculation. Computations on cuboid structures are best done with methods that compute on cuboid grids, namely the DM, SP and TG methods. The TG method is not only the fastest choice for a given spatial discretization, it is also able to handle very large grids due to low-rank tensor approximation or representation of the magnetization. However the TG method is not yet well investigated in the context of full micromagnetic simulations. In order to preserve the sublinear complexity and storage requirement features further research on the behaviour of low-rank magnetization during energy minimization or LLG integration has to be done.

The SP method is faster than the DM method by a factor of 1.5 and needs about 30% less memory. This speedup comes at the expense of accuracy. Among the Cartesian grid methods, the DM method is most accurate for a given spatial discretization since the stray field is computed directly. Both the SP and the TG method show an additional error due to the finite-difference gradient computation.

For curved structures FES is a good choice. The obvious reason for this is the use of irregular meshes, which are able to model the curvature much better than cuboid grids. The alternative FEM/BEM approach by Fredkin/Koehler [2] makes the ansatz $\phi = \phi_1 + \phi_2$ for the scalar potential. First a Neumann-problem is solved for $\phi_1$ (sparse system), followed by the calculation of the boundary values for $\phi_2$ due to $\phi_1$ (dense matrix multiplication). Then $\phi_2$ is obtained inside the volume by solving a Laplace equation with Dirichlet boundary conditions from the previous step (sparse system). The computational complexity is therefore $\mathcal{O}(N + M^2)$, where $N$ denotes the total number of degrees of freedom (DoF) and $M$ the number of boundary nodes. When compression techniques like $H$- or $H^2$-matrices are used for the boundary element matrix, costs reduce to $\mathcal{O}(N + M \log M)$ or even $\mathcal{O}(N + M)$ respectively, but at an expense of accuracy because the boundary conditions in the last step underlie approximation errors.

FES solves one sparse preconditioned system, but needs the discretization of some outdoor space. The transformation, in general, leads to badly conditioned systems, which we addressed with algebraic multigrid preconditioners, leading to an overall complexity of $\mathcal{O}(N \log^a N), a \ll 1$, and $N$ the total DoF including those of the outdoor space.

For the thin-film case, both methods scale worse, costs for FEM/BEM are dominated by the boundary element method, for FES the DoF in the outdoor space become significant.
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Appendix A. Low-rank tensor formats

A tensor $\mathbf{A} \in \mathbb{R}^{N_1 \times N_2 \times N_3}$ is said to be in canonical format (CANDECOMP/PARAFAC (CP) decomposition) with tensor product rank $r$, if

$$
\mathbf{A} = \sum_{t=1}^{r} \mathbf{u}_t^{(1)} \otimes \mathbf{u}_t^{(2)} \otimes \mathbf{u}_t^{(3)}
$$

(A.1)

with $\mathbf{u}_t \in \mathbb{R}^{N_1}$, vectors $\mathbf{u}_t^{(i)} \in \mathbb{R}^{N_i}$, and $\otimes$ is the vector outer product. A particular entry of a canonical tensor is given by

$$
da_{ijk} = \sum_{t=1}^{r} \mathbf{u}_{t}^{(1)}(i) \mathbf{u}_{t}^{(2)}(j) \mathbf{u}_{t}^{(3)}(k),
$$

(A.2)

Abbreviating notation as in [22], a tensor $\mathbf{A} \in \mathbb{R}^{N_1 \times N_2 \times N_3}$ in CP format can be written as

$$
\mathbf{A} = \sum_{t=1}^{r} \mathbf{u}_t^{(1)} \mathbf{u}_t^{(2)} \mathbf{u}_t^{(3)},
$$

(A.3)

with weight vector $\mathbf{a} = \{a_1, \ldots, a_r\} \in \mathbb{R}^r$ and factor matrices $\mathbf{U}^{(i)} = [\mathbf{u}_1^{(i)}, \ldots, \mathbf{u}_r^{(i)}] \in \mathbb{R}^{N_i \times r}$.

From (A.3) it can be seen that the number of degrees of freedom (DoF) for a CP tensor is $r + \sum j N_j$ (compare with $\prod j N_j$ for a dense tensor), also see Table 1.

A tensor $\mathbf{A} \in \mathbb{R}^{N_1 \times N_2 \times N_3}$ is said to be in Tucker format (Tucker tensor) if it can be represented in the form

$$
\mathbf{A} = \mathbf{X} \cdot \mathbf{U}^{(1)} \times \mathbf{U}^{(2)} \times \mathbf{U}^{(3)},
$$

(A.4)

with the so-called core tensor $\mathbf{C} \in \mathbb{R}^{r_1 \times r_2 \times r_3}$ and factor matrices $\mathbf{U}_j \in \mathbb{R}^{N_j \times r_j}$.

The key-operation is the $n$-mode (matrix) multiplication of a tensor $\mathbf{A} \in \mathbb{R}^{N_1 \times N_2 \times N_3}$ with a matrix $\mathbf{U} \in \mathbb{R}^{N_j \times r_j}$, which is the multiplication of each mode-$n$ fiber of $\mathbf{A}$ by the matrix $\mathbf{U}$, i.e.

$$
\mathbf{A} \times_n \mathbf{U} \in \mathbb{R}^{N_1 \times N_2 \times N_3 - 1},
$$

(A.5)

In contrast to CP tensors, the ranks in the Tucker representation can be different in each mode (dimension). In the discussions of Section 4 and the experiments in Section 5 we used the same rank $r$ for each mode, i.e., $r = r_j$.

For a tensor in Tucker format $\prod r_j + \sum r_j N_j$ entries have to be stored, which is a compression for $r_j \ll N_j$, also see Table 1. For a sum of Tucker tensors one can only store the factor matrices and core tensors of the summands, which is called block-CP format.

Linear algebra operations for low-rank tensors, like the inner product, tensor–matrix product etc., can be performed without forming the dense tensors [34], which makes these operations faster than their conventional counterparts.
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